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Abstract. We prove the convergence of the proximal point algorithm for finding the unique
minimizer of a strongly quasiconvex function in general nonlinear Hadamard spaces, generaliz-
ing a recent result due to F. Lara. Our argument is rather elementary and brief and relies only
on a few properties of strongly quasiconvex functions and their proximal operators which are
established here for the first time over these nonlinear spaces. In particular, our convergence
proof is fully effective and actually yields fast (ranging up to linear) rates of convergence for
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1. Introduction

One of the most fundamental problems in optimization is the minimization

min
xPC

fpxq

of a function f : X Ñ R over a certain space X and a designated set of constraints C Ď X.
Naturally, suitable restrictions have to be placed on the space and the function to make this
problem feasible and the most classical formulation is the minimization of a convex and lower
semicontinuous function over a Hilbert space. In that case, the most prominent method for
approaching the corresponding minimization problem is the proximal point method originally
devised in the work of Martinet [30], Rockafellar [40] as well as Brézis and Lions [6], which
constructs a next iterate by solving the proximal subproblem

argminyPC

"

fpyq `
1

2ck

∥∥y ´ xk∥∥2
*

in terms of the current iterate xk and a regularization parameter ck ą 0, which becomes
tractable since fp¨q ` 1

2β
‖¨ ´ x‖2 is strongly convex for any point x and β ą 0 if the function f

is convex.

When the assumption of convexity of f is relaxed, already these proximal subproblems (and
hence the proximal point method in general) become considerably harder and a great amount
of research has been carried out to isolate certain classes of functions and spaces where the
proximal point method remains effective. The most broad concrete class of functions we want
to consider here is that of quasiconvex functions. This considerably wide class of (potentially
nonconvex) functions however suffers from a range of problems in regards to the proximal point
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algorithm. As highlighted in [28], already on the real line quasiconvexity does not imply that
the proximal subproblems are uniquely solvable (and in particular fp¨q ` 1

2β
‖¨ ´ x‖2 is not

strongly quasiconvex for quasiconvex functions f). Also as highlighted in [28], the proximal
point method is not really well-motivated as fixed points of the proximal map are not nec-
essarily minimizers (and so the classical stopping criteria do not apply). As a result, while
the proximal point method for quasiconvex functions has been heavily investigated (see e.g.
[8, 31, 33, 34, 35, 36, 37, 38], among many more), essentially all convergence results rely on
taking ck Ñ 8 which, as highlighted in [28], essentially reduces the proximal point method to
a penalty method.

Starting at least with the recent work of Lara [28], an emphasis has thus been placed on
strongly quasiconvex functions (which go back at least to the work of Polyak [32]), a subclass
of quasiconvex functions where (some of) these issues are avoided and one nevertheless encom-
passes interesting nonconvex (or at least not strongly convex) functions such as the Euclidean
norm, which is strongly quasiconvex (as shown by Jovanovič [22]) without being strongly convex
on any bounded convex set, and even the square root of the Euclidean norm which is strongly
quasiconvex on each ball (as shown by Lara [28]) without being differentiable (and which im-

plies that e.g. maxt
a

‖¨‖, ‖¨‖2´ku for k P N is strongly quasiconvex without even being convex
as highlighted in [28]). We refer to [28] for further, very comprehensive, discussions on how this
class is differentiated (or related) to various other classes of (non)convex functions. So, while
some complications remain in this class, such as the proximal map not being single-valued,
Lara has shown in [28] that the natural analogue of the proximal point method, obtained by
choosing some minimizer of said map at each stage, allows for a convergence result where the
iteration converges to the unique minimizer of the function and the function values converge to
the minimum, under the weak assumption that the regularization parameters pckq are positively
bounded below. This method and the corresponding convergence result has since then been
extended in various directions by Lara and his co-authors (see e.g. [15, 16, 19]).

In this paper, we extend the convergence result for the proximal point method as established
by Lara in [28] to Hadamard spaces, that is complete geodesic metric spaces of nonpositive cur-
vature, one of the most important classes of nonlinear hyperbolic spaces (see the next section
for a more detailed introduction). On various subclasses of these spaces, the proximal point
method for convex functions was previously investigated by a range of authors, culminating in
the seminal work of Bačák [2] who proved the weak convergence of the proximal point method
in general Hadamard spaces (under a suitable notion of weak convergence, as will also be dis-
cussed later). We refer in particular to the comprehensive discussion therein for an excellent
overview of the related literature. Previous work on proximal point methods for quasiconvex
functions in nonlinear contexts is also rather abundant but, to our knowledge, largely limited
to the setting of certain classes of Riemannian manifolds as mainly championed in the work
of Papa Quiroz and his co-authors (see e.g. [33, 34, 36, 37] among many others) and further,
in these works no special subclasses of quasiconvex functions are considered. In particular, as
highlighted in the recent work [33], extensions of Lara’s results from [28] have so far not been
developed in any kind of nonlinear context, a gap we try to fill with this paper.

Beyond however merely extending said results, we even provide a quantitative convergence
result and, in particular, give very fast (ranging up to linear) rates of convergence for the se-
quence towards the solution and for the function values towards the minimum. These rates are
moreover highly uniform and depend only on very few data relating to the iteration and the
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function. To our knowledge, these rates are novel even in the context of Lara’s original setting
of Euclidean spaces. We further want to highlight that our convergence proof is rather brief
and elementary, relying only on a very small selection of key properties of strongly quasiconvex
functions and their proximal maps that are generalized from the Euclidean context to the gen-
eral setting of Hadamard spaces in this work as well. This elementarity of the convergence proof
is key here for overcoming the obstacles of extending the results to general Hadamard spaces
as Lara’s proof given in [28] relies on sequential compactness arguments in Euclidean spaces
which are not available in general Hadamard spaces (and this similarly differentiates us from
the setting of Riemannian manifolds which also are locally compact). In particular, it should be
noted that our convergence result is “strong”, i.e. is phrased not with a suitable notion of weak
convergence but relative to the metric. This is not true for the usual proximal point method
already for convex functions in Hilbert spaces as shown by Güler [18] and is in this setting
essentially due to the fact that strongly quasiconvex functions have a unique minimizer. In
particular, our results thereby also extend Lara’s results to infinite dimensional Hilbert spaces
and show that the convergence in these spaces is strong as well. While not investigated here,
it remains an interesting problem if similar, more elementary, proofs can be developed for the
range of extensions of Lara’s convergence result as surveyed above and if these then can be
likewise transferred to nonlinear contexts as broad as Hadamard spaces, if appropriate.

All of the present results have been obtained using the methodology of proof mining, a pro-
gram in mathematical logic that aims to classify and extract the computational content of prima
facie “non-computational” proofs. We refer to the seminal monograph [25] for a comprehensive
overview of the subject and [26] for a survey of more recent developments. However, while this
logical perspective of proof mining was essential for deriving the results of this paper, we want
to stress that the whole paper is presented without any explicit reference to logic and does not
require any such background.

The rest of the paper is now organized as follows: Section 2 introduces the main necessary
(but very minimal) background on Hadamard spaces. Section 3 discusses strongly quasiconvex
functions and their proximal maps in Hadamard spaces and establishes their key properties
required for the main (quantitative) convergence results which are presented in Section 4.

2. Preliminaries

All our results take place over various classes of nonlinear hyperbolic spaces, the most basic
of which we introduce now:

A triple pX, d,W q is called a hyperbolic space [24] if pX, dq is a metric space and W :
X ˆX ˆ r0, 1s Ñ X is a function satisfying for all x, y, z, w P X and λ, λ1 P r0, 1s:

(W1) dpW px, y, λq, zq ď p1´ λqdpx, zq ` λdpy, zq,
(W2) dpW px, y, λq,W px, y, λ1qq “ |λ´ λ1|dpx, yq,
(W3) W px, y, λq “ W py, x, 1´ λq,
(W4) dpW px, y, λq,W pz, w, λqq ď p1´ λqdpx, zq ` λdpy, wq.

To ease notation in the following, we write p1´ λqx‘ λy for the point W px, y, λq. We further
call a set C Ď X convex if p1´ λqx‘ λy P C for all x, y P C and λ P r0, 1s.
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This class of hyperbolic spaces, which was originally introduced in [24] as a logically moti-
vated amalgamation of various notions of convex metric and hyperbolic spaces from the litera-
ture such as Takahashi’s convex metric spaces [41], the hyperbolic spaces of Reich and Shafrir
[39] as well as the spaces of hyperbolic type as introduced by Goebel and Kirk [14], just to
name a few, is commonly invoked as the appropriate nonlinear generalization of convexity from
normed contexts and in particular allows for a nice direct approach to CATp0q and Hadamard
spaces, the main classes of spaces that we are concerned with in this paper.

Concretely, in this paper, a CATp0q space is a hyperbolic space pX, d,W q which satisfies

(CN´) d2
ˆ

1

2
x‘

1

2
y, z

˙

ď
1

2
d2px, zq `

1

2
d2py, zq ´

1

4
d2px, yq

for all x, y, z P X.1

These spaces were originally introduced by Aleksandrov [1] and were named CATp0q spaces
by Gromov [17]. A complete CATp0q space is called a Hadamard space. Examples of such
spaces include Hilbert spaces, R-trees and complete simply connected Riemannian manifolds
of nonpositive sectional curvature, among many more. We refer to the seminal monograph [7]
for a comprehensive overview of CATp0q and Hadamard spaces and further refer to [3] for a
shorter treatment focused on aspects of convex analysis and optimization.

We shortly note that the characterizing relation CN´ extends to arbitrary convex combina-
tions:

Lemma 1 (folklore, see e.g. [11]). Let pX, d,W q be a CATp0q space. Then

(CN`) d2pp1´ λqx‘ λy, zq ď p1´ λqd2px, zq ` λd2py, zq ´ λp1´ λqd2px, yq

for any x, y, z P X and λ P r0, 1s.

Crucially, we also rely on another equivalent characterization of CATp0q spaces as developed
in the work of Berg and Nikolaev [5]. Concretely, define the so-called quasi-linearization function
by

xÝÑxy,ÝÑuvy :“
1

2

`

d2px, vq ` d2py, uq ´ d2px, uq ´ d2py, vq
˘

for all x, y, u, v P X, using ÝÑxy to denote pairs px, yq P X2. As shown in [5], this function is the
unique function X2 ˆX2 Ñ R in any metric space pX, dq such that

(1) xÝÑxy,ÝÑxyy “ d2px, yq,
(2) xÝÑxy,ÝÑuvy “ xÝÑuv,ÝÑxyy,
(3) xÝÑxy,ÝÑuvy “ ´ xÝÑyx,ÝÑuvy,
(4) xÝÑxy,ÝÑuvy ` xÝÑxy,ÝÑvwy “ xÝÑxy,ÝÑuwy.

for all x, y, u, v, w P X. It then follows from the results in [5] that a hyperbolic space pX, d,W q
is a CATp0q space if, and only if,

(CS) xÝÑxy,ÝÑuvy ď dpx, yqdpu, vq

1CATp0q spaces are often introduced as geodesic metric spaces satisfying the Bruhat-Tits CN-inequality [9].
Any hyperbolic space that satisfies the CN-inequality is hence a CATp0q-space and conversely, as every CATp0q-
space is actually uniquely geodesic, any CATp0q-space is also a hyperbolic space by defining W px, y, λq via the
unique geodesic joining x and y. Hence being a CATp0q-space in the usual sense is equivalent to the definition
given here as, in the presence of (W1) – (W4), the inequality CN´ is equivalent to the CN-inequality. For more
details, we refer to the discussions in [13, 24].
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for all x, y, u, v P X, i.e. where a metric version of the Cauchy-Schwarz inequality holds. By
these properties, this function can be seen as a nonlinear generalization of the inner product in
Hilbert spaces. Beyond these properties, we will also rely on the following equality (which is
immediate from the definition of the quasi-linearization function):

Lemma 2. For any metric space pX, dq and x, y, z P X:

d2px, yq “ d2px, zq ` d2pz, yq ` 2 xÝÑxz,ÝÑzyy .

3. (Strongly) quasiconvex functions on Hadamard spaces

For the rest of this paper, unless said otherwise, we let pX, d,W q be a Hadamard space, i.e.
a complete CATp0q space. We begin with our main class of functions: A function f : X Ñ R
is called

(1) quasiconvex if
fpp1´ λqx‘ λyq ď maxtfpxq, fpyqu

for all x, y P X and λ P r0, 1s,
(2) strongly quasiconvex with value γ ą 0 if

fpp1´ λqx‘ λyq ď maxtfpxq, fpyqu ´ λp1´ λq
γ

2
d2px, yq

for all x, y P K and λ P r0, 1s.

For the rest of this paper, we are interested in solving the problem minxPX fpxq for a strongly
quasiconvex function f . We write argminf for the set of minimizers of f . Crucially, we first
note that for such functions the minimizer is unique:

Lemma 3. Let f : X Ñ R be a strongly quasiconvex function with value γ ą 0. Then argminf
is at most a singleton.

Proof. If x, y are two minimizers, define z “ 1{2x‘ 1{2y. As f is strongly quasiconvex, we get

fpzq ď maxtfpxq, fpyqu ´
γ

8
d2px, yq “ min f ´

γ

8
d2px, yq

and so d2px, yq ď pmin f ´ fpzqq ¨ 8{γ ď 0, i.e. x “ y. �

Remark 4. While all properties and results on quasiconvex functions given in [28] are formulated
relative to a closed and convex subset of the domain domf of a function f : Rn Ñ R, we omit
these restrictions in this paper as any closed and convex set C Ď X of a Hadamard space X
is naturally a Hadamard space itself and so we would not gain any further generality from
considering closed and convex subsets of the domain of a function with extended real values.

The main associated object with such (strongly) quasiconvex functions f that we employ
for approximating minimizers thereof is the proximal map (also sometimes called the Moreau-
Yosida resolvent)

Proxβf pxq :“ argminyPX

"

fpyq `
1

2β
d2px, yq

*

for β ą 0 and x P X, used in a metric context without linear structure for the first time in [21].

If the function f is lower semincontinuous (lsc), i.e.

lim inf
nÑ8

fpxnq ě fpxq

for any x P X and any sequence pxnq such that xn Ñ x, and additionally convex, then Proxβf pxq
is always a singleton (see e.g. [21]). Now, in the quasiconvex case, the proximal map is in general
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not single valued already in Euclidean contexts (see e.g. the discussion in [28]) but at least
always non-empty (which in [28] is reduced to the lower semicontinuity and supercoercivity of
the object function of the proximal map and hence relies on a compactness argument).

Before moving on to the key properties of the proximal map on which our convergence proof
relies, we now first show that the same is true in Hadamard spaces for quasiconvex lsc functions
f . The respective argument relies similarly on a suitable notion of supercoercivity in metric
spaces together with a weak compactness argument and we first introduce the necessary ingre-
dients for this.

A function f : X Ñ R is called supercoercive at x P X if

lim
dpx,yqÑ8

fpyq

dpx, yq
“ 8.

A similar notion on Hadamard manifolds appears in [35] under the name of 1-coercivity. Clearly,
if f is bounded below, then the function fpyq ` 1

2β
d2px, yq is supercoercive at x. Crucially, we

have the following result:

Lemma 5 (folklore). If f : X Ñ R is bounded below and supercoercive at x P X, then any
sequence pynq with fpynq Ñ inf f is bounded.

Proof. Suppose not, i.e. let pynq be an unbounded sequence such that fpynq Ñ inf f . Then
dpx, ynq Ñ 8 and so fpynq{dpx, ynq Ñ 8 as n Ñ 8 since f is supercoercive at x but
fpynq{dpx, ynq Ñ 0 as nÑ 8 since fpynq Ñ inf f , a contradiction. �

Weak convergence in CATp0q spaces goes back to the work of Jost [20] and is often called
∆-convergence, as it can be equivalently described via an extension of Lim’s notion of ∆-
convergence [29] to CATp0q spaces developed by Kirk and Panyanak [23] (as shown by Esṕınola
and Fernández-León [12], see also the discussion in [2]).

Concretely, define the asymptotic radius of a sequence pxnq Ď X at a point x P X via

rpxn, xq :“ lim sup
nÑ8

dpxn, xq

and define the general asymptotic radius of pxnq by

rpxnq :“ inf
xPX

rpxn, xq.

A point x P X is called an asymptotic center of pxnq if

rpxn, xq “ rpxnq

and in Hadamard spaces, asymptotic centers exist and are unique (see e.g. [10]). A sequence
pxnq Ď X is said to weakly converge to x P X if x is the asymptotic center of each subsequence
of pxnq and we write xn Ñ

w x in that case. A point x P X is a weak cluster point of a sequence
pxnq if there is a subsequence pxnk

q of pxnq with xnk
Ñw x. Crucially, we rely on the following

result:

Lemma 6 ([20], see also [23]). Any bounded sequence in X has a weak cluster point.

A function f : X Ñ R is now called weakly lower semicontinuous (weakly lsc) at a point
x P X if

lim inf
nÑ8

fpxnq ě fpxq

whenever pxnq is a sequence such that xn Ñ
w x. Crucially, if f : X Ñ R is a convex lsc function

on a Hadamard space, it is also weakly lsc (see [2]) and this result rather immediately extends
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to quasiconvex functions. For the proof, we in particular need the following result that closed
convex subsets of Hadamard spaces are weakly sequentially closed:

Lemma 7 ([4]). Let C Ď X be a closed convex set. If pxnq Ď C and xn Ñ
w x for some x P X,

then x P C.

We then get the following result (which is a simple extension of Lemma 3.1 in [2]):

Lemma 8. Let f : X Ñ R be a quasiconvex lsc function. Then f is weakly lsc.

Proof. Suppose for a contradiction that there is a sequence pxnq Ď X and x P X with xn Ñ
w x

and

lim inf
nÑ8

fpxnq ă fpxq,

i.e. there exists a subsequence pxnk
q, a k0 P N and an ε ą 0 with fpxnk

q ď fpxq ´ ε for all
k ě k0. By quasiconvexity of f , we get

fpyq ď fpxq ´ ε

for all y P cotxnk
| k ě k0u, where cotxnk

| k ě k0u is the convex hull of txnk
| k ě k0u. By lower

semicontinuity of f , we have the same for y P cotxnk
| k ě k0u, the closed convex hull of the

respective set. But by Lemma 7, we have x P cotxnk
| k ě k0u which yields a contradiction. �

This allows us to show the following result:

Lemma 9. Let f : X Ñ R be a quasiconvex lsc function which is bounded below. Then for any
x P X and β ą 0, Proxβf pxq is nonempty.

Proof. As commented on before, the function gpyq :“ fpyq ` 1
2β
d2px, yq is supercoercive and by

assumption f , and hence g, are bounded below. Take a sequence pynq such that gpynq Ñ inf g.
By Lemma 5, pynq is bounded and so by Lemma 6, pynq has a weak cluster point y, i.e. there
exists a subsequence pynk

q such that ynk
Ñw y. As f is quasiconvex and lower semicontinuous,

by Lemma 8 we get that f is weakly lower semicontinuous. Also, by (CN`), 1
2β
d2px, yq is in

particular convex and clearly lower semicontinuous, and so also weakly lower semicontinuous.
Therefore g is weakly lower semicontinuous and we have

gpyq ď lim inf
kÑ8

gpynk
q “ inf g

as gpynk
q Ñ inf g. Thus y is a minimizer of g and so clearly y P Proxβf pxq. �

Now, the main property of the proximal map of a strongly quasiconvex function that we
rely on is the following, which extends an analogous result due to Lara [28] (see Proposition 7
therein) from Rn to Hadamard spaces:

Lemma 10. Let f : X Ñ R be a strongly quasiconvex function with value γ ą 0 and let β ą 0
and x P X. If x P Proxβf pxq, then

fpxq ď maxtfpyq, fpxqu `
λ

2

ˆ

λ

β
´ γ ` λγ

˙

d2py, xq `
λ

β

@ÝÑ
xx,

ÝÑ
xy

D

for all y P X and λ P r0, 1s.

Proof. If x P Proxβf pxq, then by definition

fpxq `
1

2β
d2px, xq ď fpzq `

1

2β
d2pz, xq
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for all z P X. Now, given y P X and λ P r0, 1s, we set z “ p1´ λqx‘ λy in the above to obtain

fpxq `
1

2β
d2px, xq ď fpp1´ λqx‘ λyq `

1

2β
d2pp1´ λqx‘ λy, xq

ď maxtfpyq, fpxqu ´ λp1´ λq
γ

2
d2py, xq `

1

2β
d2pp1´ λqx‘ λy, xq

using that f is strongly quasiconvex with value γ. Now, using (CN`), we get

d2pp1´ λqx‘ λy, xq ď p1´ λqd2px, xq ` λd2py, xq ´ λp1´ λqd2py, xq

and so

fpxq ď maxtfpyq, fpxqu ´
λ

2
pγ ´ λγqd2py, xq `

λ

2

λ

β
d2py, xq

`
1

2β
d2px, xq ´

λ

2β
d2px, xq `

λ

2β
d2py, xq ´

λ

2β
d2py, xq ´

1

2β
d2px, xq

ď maxtfpyq, fpxqu `
λ

2

ˆ

λ

β
´ γ ` λγ

˙

d2py, xq `
λ

β
¨

1

2

`

d2py, xq ´ d2px, xq ´ d2py, xq
˘

ď maxtfpyq, fpxqu `
λ

2

ˆ

λ

β
´ γ ` λγ

˙

d2py, xq `
λ

β

@ÝÑ
xx,

ÝÑ
xy

D

which is what we wanted to show. �

Before moving on to the proximal point algorithm, we want to highlight that, also in this
nonlinear context, fixed points of the proximal map are exactly the minimizers of the strongly
quasiconvex function. The proof given here is a simple nonlinear version of Lara’s proof of an
analogous result given in [28] (see Proposition 9 therein).

Proposition 11. Let f : X Ñ R be a strongly quasiconvex function with value γ ą 0. Then

FixpProxβf q “ argminf

for any β ą 0.

Proof. Let x P Proxβf pxq. Then

fpxq “ fpxq `
1

2β
d2px, xq ď fpxq `

1

2β
d2px, xq

for all x P X. Taking x “ p1 ´ λqx ‘ λy for some arbitrary y ‰ x (if X consists of a single
point, the result is trivial) and λ P r0, 1s in the above then yields

fpxq ď fpp1´ λqx‘ λyq `
1

2β
d2pp1´ λqx‘ λy, xq

ď maxtfpxq, fpyqu ´ λp1´ λq
γ

2
d2px, yq `

1

2β
d2pp1´ λqx‘ λy, xq

“ maxtfpxq, fpyqu ´ λp1´ λq
γ

2
d2px, yq `

1

2β
λ2d2px, yq

“ maxtfpxq, fpyqu `
λ

2

ˆ

λ

β
´ γ ` λγ

˙

d2px, yq

where the third line follows from the fact that

dpp1´ λqx‘ λy, xq “ λdpx, yq
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holds in the hyperbolic space X. Taking λ P p0, βγ{p1` βγqq yields λ{β ´ γ ` λγ ă 0 and so

fpxq ă maxtfpxq, fpyqu

which implies fpxq ă fpyq. As y P Xztxu was arbitrary, we get x P argminf .
Conversely, let x P argminf . Then

fpxq `
1

2β
d2px, xq “ fpxq ď fpyq ď fpyq `

1

2β
d2px, yq

for any y P X and so x P Proxβf pxq. �

4. The proximal point algorithm for strongly quasiconvex functions

We now are concerned with the proximal point algorithm for a strongly quasiconvex lsc func-
tion f and its convergence to the minimizer, if existent.

Concretely, by the proximal point algorithm, we shall in the following understand the follow-
ing method: Given a sequence pckq of nonnegative reals with infkPN ck ě c ą 0 and an arbitrary
x0 P X, define an iteration pxkq by choosing

(PPA) xk`1 P Proxckf px
k
q.

We assume throughout that argminf ‰ H. By Lemma 3, we have that argminf is a singleton
and we denote the unique minimizer by x˚ in the following. By Lemma 9, the sequence pxkq is
well-defined.

The first crucial result is that the sequence pxkq defined by (PPA) satisfies the following
recursive inequality (modeled, together with its proof, after Eq. (4.5) in [28]), which in particular
implies that pxkq is Fejér monotone w.r.t. argminf :

Lemma 12. Let pxkq be defined by (PPA). Then for any k P N:

d2pxk`1, x˚q ď d2pxk, x˚q ´ d2pxk, xk`1q.

Proof. Fix k P N. Using that xk`1 P Proxckf px
kq, Lemma 10 implies

fpxk`1q ď maxtfpyq, fpxk`1qu `
λ

2

ˆ

λ

ck
´ γ ` λγ

˙

d2py, xk`1q `
λ

ck

AÝÝÝÝÑ
xkxk`1,

ÝÝÝÑ
xk`1y

E

for all y P X and λ P r0, 1s. Take y “ x˚. Then we get

0 “ fpxk`1q ´maxtfpx˚q, fpxk`1qu

ď
λ

2

ˆ

λ

ck
´ γ ` λγ

˙

d2pxk`1, x˚q `
λ

ck

AÝÝÝÝÑ
xkxk`1,

ÝÝÝÝÑ
xk`1x˚

E

for all λ P r0, 1s and so (using the characterizing properties of the quasi-linearization function),
we have

AÝÝÝÝÑ
xkxk`1,

ÝÝÝÝÑ
x˚xk`1

E

ď
ck
2

ˆ

λ

ck
´ γ ` λγ

˙

d2pxk`1, x˚q
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whenever λ ą 0. Now, Lemma 2 together with the characterizing properties of the quasi-
linearization function imply

d2pxk`1, x˚q “ d2pxk`1, xkq ` d2pxk, x˚q ` 2
AÝÝÝÝÑ
xk`1xk,

ÝÝÑ
xkx˚

E

“ d2pxk`1, xkq ` d2pxk, x˚q ` 2
AÝÝÝÝÑ
xk`1xk,

ÝÝÝÝÑ
xkxk`1

E

` 2
AÝÝÝÝÑ
xk`1xk,

ÝÝÝÝÑ
xk`1x˚

E

“ d2pxk`1, xkq ` d2pxk, x˚q ´ 2d2pxk`1, xkq ` 2
AÝÝÝÝÑ
xk`1xk,

ÝÝÝÝÑ
xk`1x˚

E

ď d2pxk, x˚q ´ d2pxk`1, xkq ` ck

ˆ

λ

ck
´ γ ` λγ

˙

d2pxk`1, x˚q

for any λ P p0, 1s. Taking λ P p0, γck{p1` γckqq, we get ck

´

λ
ck
´ γ ` λγ

¯

ă 0 so that

d2pxk`1, x˚q ď d2pxk, x˚q ´ d2pxk, xk`1q. �

The above lemma not only yields that the sequence pxkq defined by (PPA) is Fejér monotone
but also that limkÑ8 d

2pxk, xk`1q “ 0. For the construction of our rate of convergence, we need
a quantitative version of the special case that lim infkÑ8 d

2pxk, xk`1q “ 0 which we construct
in the following. For that, we first need the following abstract quantitative result on sequences
of real numbers.

Lemma 13 (folklore). Let pakq be a sequence of nonnegative reals and let b ě a0. Then for
any ε ą 0:

Dk ď

R

b

ε

V

pak ´ ak`1 ă εq .

Proof. Suppose the claim is false, i.e. there is an ε ą 0 such that

ak ´ ak`1 ě ε

for all k ď
P

b
ε

T

. Then

a0 ě a0 ´ ar b
εs`1 “

r b
εs
ÿ

k“0

pak ´ ak`1q ě

ˆR

b

ε

V

` 1

˙

ε ě b` ε ą b

which is a contradiction. �

Lemma 14. Let b ě d2px0, x˚q. Then for any ε ą 0:

Dk ď

R

b

ε

V

`

d2pxk, xk`1q ă ε
˘

.

Proof. Using Lemma 12, we get

d2pxk, xk`1q ď d2pxk, x˚q ´ d2pxk`1, x˚q.

The result now follows from Lemma 13 using ak “ d2pxk, x˚q. �

The preceding results then allow us to give the following elementary proof of a rate of
convergence for the iteration pxkq and hence in particular also for the first time derive the
convergence of it towards the minimizer in the general setting of Hadamard spaces.

Theorem 15. Let X be a Hadamard space and let f : X Ñ R be a strongly quasiconvex lsc
function with value γ ą 0 and where argminf ‰ H. Let pckq be a sequence of nonnegative reals
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with infkPN ck ě c ą 0. Then the sequence pxkq defined by (PPA) converges to the (unique)
minimizer x˚ of f and fpxkq converges to min f . Further:

@ε ą 0 @k ě ϕpεq
`

dpxk, x˚q ă ε
˘

as well as

@ε ą 0 @k ě ϕp
?

2cεq ` 1
`

fpxkq ´min f ă ε
˘

where

ϕpεq :“

R

4b

ε2pp1´ λ0qγc´ λ0q2

V

` 1

with λ0 “
1
2

γc
1`γc

and b ě d2px0, x˚q.

Proof. It suffices to show the quantitative results. Given ε ą 0, take

k ď

R

4b

ε2pp1´ λ0qγc´ λ0q2

V

such that

dpxk`1, xkq ă
1

2
pp1´ λ0qγc´ λ0qε

using Lemma 14. As xk`1 P Proxckf px
kq and as ck ě c ą 0, we get

fpxk`1q ď maxtfpyq, fpxk`1qu `
λ

2

ˆ

λ

ck
´ γ ` λγ

˙

d2py, xk`1q `
λ

ck

AÝÝÝÝÑ
xkxk`1,

ÝÝÝÑ
xk`1y

E

for all y P X and λ P r0, 1s from Lemma 10. Taking y “ x˚, we in particular have

λ

2

ˆ

p1´ λqγ ´
λ

ck

˙

d2pxk`1, x˚q ď
λ

ck

AÝÝÝÝÑ
xkxk`1,

ÝÝÝÝÑ
xk`1x˚

E

and hence for λ ą 0 we get

1

2
pp1´ λqγc´ λq d2pxk`1, x˚q ď

AÝÝÝÝÑ
xkxk`1,

ÝÝÝÝÑ
xk`1x˚

E

ď dpxk`1, xkqdpxk`1, x˚q.

using (CS). Now, either dpxk`1, x˚q “ 0, in which case the claim follows immediately from
Lemma 12, or dpxk`1, x˚q ą 0, in which case we have

1

2
pp1´ λqγc´ λqdpxk`1, x˚q ď dpxk`1, xkq

for any λ P p0, 1s. In particular, this holds for λ “ λ0 and we hence have

1

2
pp1´ λ0qγc´ λ0qdpx

k`1, x˚q ď dpxk`1, xkq ă
1

2
pp1´ λ0qγc´ λ0qε.

Since p1´ λ0qγc´ λ0 ą 0 holds by definition, we get

dpxk`1, x˚q ă ε,

and so, using Lemma 12, we in particular have dpxj, x˚q ă ε for any j ě k ` 1.
For the second claim, note that again as xk`1 P Proxckf px

kq, we have

fpxk`1q ď fpxq `
1

2ck
d2px, xkq

for any k P N and any x P X. In particular, for x “ x˚, we get

fpxk`1q ´min f ď
1

2c
d2px˚, xkq.
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Now, using the first claim, we get that dpx˚, xkq ă
?

2cε for any k ě ϕp
?

2cεq and so

1

2c
d2px˚, xkq ă ε

from which the second claim follows immediately. �

Remark 16. The rate in the above Theorem 15 could also have been obtained by an application
of the general results on rates of convergence for Fejér monotone sequences under general metric
regularity assumptions as developed in [27]. Concretely, by Lemma 12, the iteration pxkq is Fejér
monotone w.r.t. argminf and the assumption that f is strongly quasiconvex, which yields that
the minimizer of f is unique, can be used to construct a so-called modulus of uniqueness, which
is a particular instance of a modulus of regularity as introduced in [27] (see in particular the
comprehensive discussions in [27] on such issues). In fact, the strategy of the proof of Theorem
15 is closely modeled after the proof of Theorem 4.1 in [27] but the above presentation allows us
simultaneously to be more self-contained and to incorporate various slight optimizations into
the rate and the argument.

Remark 17. The above Theorem 15 in particular implies Theorem 10 in [28] since any (closed
and convex subset of a) Euclidean space is a Hadamard space and since a strongly quasiconvex
lsc function in Euclidean space has a minimizer which follows from Theorem 1 in [28]. Naturally
however, the above theorem is much broader as it not only applies in infinite dimensional
Hilbert spaces but also in general arbitrary Hadamard spaces (recall also the discussion in the
introduction). In particular, the rate of convergence from Theorem 15 applies to the context of
Lara’s work [28] which is not only, to our knowledge, the first general rate of convergence for
that iteration but is even of very low complexity (being linear in the squared metric and in the
convergence of the function values towards the minimizer).

Remark 18. The proof of Theorem 15 is still valid if the function is only strongly quasiconvex
(i.e. not necessarily lsc) and if X is only a CATp0q space (i.e. not necessarily complete) but in
that case, we do not know if the iteration pxkq is well-defined.

Acknowledgments: This work benefited from conversations with Sorin-Mihai Grad, Laurenţiu
Leuştean, Nicoleta Dumitru and Ulrich Kohlenbach. The author was supported by the ‘Deutsche
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