
PROOF MINING FOR THE DUAL OF A BANACH SPACE WITH EXTENSIONS FOR
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Abstract. We present a proof-theoretically tame approach for treating the dual space of an abstract Banach

space in systems amenable to proof mining metatheorems which quantify and allow for the extraction of the
computational content of large classes of theorems about the dual of a Banach space and its corresponding norm,

unlocking a major branch of functional analysis as a new area of applications for these methods. The approach
relies on using intensional methods to deal with the high quantifier complexity of the predicate defining the

dual space as well as on a proof-theoretically tame treatment of suprema over (certain) bounded sets in normed

spaces to deal with the norm of the dual. Beyond this, we discuss further possible extensions of this system
to deal with convex functions and corresponding Fréchet derivatives and their duality theory through Fenchel

conjugates, together with the associated Bregman distances, which provide the logical basis for a range of recent

applications of proof mining methods to these branches of nonlinear analysis.
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1. Introduction

One of the fundamental forces driving many developments in proof theory since its earliest days has been the
question for what the computational content of a given mathematical theorem is. Proof mining1 emerged as a
new program in mathematical logic in the later 1990’s through the works of U. Kohlenbach and his collaborators
(going back conceptually to Kreisel’s unwinding of proofs [45, 46]) that aims to extract said computational
information from classical proofs as found in the mainstream literature. Since such proofs are, as common in
ordinary mathematical practice, prima facie noneffective, this is a nontrivial task.

The aim of this paper is to extend the current logical methods used in proof mining so that they become
applicable to proofs which involve some of the most fundamental notions from convex and nonlinear functional
analysis, including the dual space of a Banach space and its norm as well as uniformly Fréchet differentiable
functions and their gradients and Fenchel conjugates.

In more detail, since the first modern metatheorems of proof mining were developed in [25, 36], a focus
for applications of proof mining has been placed on the areas of convex and functional analysis. Interestingly,
one of the most fundamental objects in the context of the latter, the continuous dual of a Banach space, has
not yet received a proper treatment (due to various difficulties arising in that context which will be discussed
further below). Similarly, many if not most applications to convex analysis have been concerned with fixed
point iterations for nonexpansive maps and their cousins as well as abstract monotone and accretive operator
theory and so, also here, some of the main objects in convex analysis have not been treated so far, in particular
including the gradients of differentiable convex functions as well as their Fenchel conjugates. In that way, proof
mining has so far missed out on some of the most promising areas of applications which rely on these objects. For
two prominent examples, we want to mention the theory and applications of the prominent Bregman distances
(going back to the seminal work [10]) as well as the theory of von Neumann algebras.2

The fundamental logical ‘substrate’ of this discipline of proof mining are the aforementioned so-called logical
metatheorems on bound extractions.3 These use well-known proof interpretations like negative translations

Date: August 12, 2024.
1The development of proof mining is detailed comprehensively up to 2008 in the monograph [37] (see also [42] for a survey of

the early stages of proof mining) and recent progress, with a focus on nonlinear analysis and optimization, is surveyed in [38].
2For the latter, an approach for extending proof mining methods to the context of tracial von Neumann algebras has recently

been given in [55].
3Examples of such metatheorems may be found in [25, 27, 36, 37, 41, 49, 50, 55, 56, 58, 69], for the metatheorems obtained

via (modifications of) Gödel’s Dialectica interpretation, and [23] for subsequent metatheorems obtained via the bounded functional
interpretation [24] due to F. Ferreira and P. Oliva.
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(see e.g. [48]), Kreisel’s modified realizability [47], Gödel’s functional (Dialectica) interpretation [26] and their
variants to provide general results that quantify and allow for the extraction of the computational content from
large classes of theorems and proofs from the core mathematical literature (e.g. potentially involving a wide
range of non-computational ‘ideal principles’ and using classical logic). As such, proof mining as substantiated
by these metatheorems has lead to hundreds of new results in the respective areas of applications over the last
three decades.

A crucial innovation introduced in [36] and which has since been adopted in most approaches to the logical
foundations of proof mining is the incorporation of so-called abstract types. While the first logical metatheorems
in proof mining relied on pure systems of arithmetic in all finite types and consequently only covered applications
involving Polish metric spaces (as those can be represented in the underlying language), these additional abstract
types allow for the treatment of spaces which are not separable and thus not representable in the (bare) language
of finite type arithmetic.4 In this way, for example general metric and normed spaces, so-called W -hyperbolic
spaces and CATp0q-spaces have been successfully studied in proof mining, among many others.

Now, the main results of this paper are logical metatheorems that quantify and allow for the extraction of
the computational content of theorems pertaining to the use of the continuous dual of an abstract normed space
together with the associated dual norm. This is achieved by extending the systems currently in use for proof
mining in the context of normed linear spaces by carefully selected constants and corresponding axioms that
govern the use of the involved objects. In particular, a novel approach is used in this context to circumvent some
of the difficulties which are a priori present when treating the dual space: The dual space is a concretely defined
object relative to the underlying normed space represented by, say, an abstract type X. Naively, elements of the
continuous dual therefore live in the type5 1pXq and, in that way, singling out the continuous linear maps from
all functionals of that type requires the use of a predicate which is of high quantifier complexity and which thus
makes essentially all attempts at a direct specification futile if one wants to retain meaningful bound extraction
results as the high computational strength of the comprehension needed to deal with the predicate would distort
the complexity of bounds extracted from proofs which discuss these objects only in an abstract way while not
carrying any apparent computational strength in the principles used in the proof. A second issue is that the
norm of the continuous dual is also a concrete object that derives from the norm of the underlying space X
via the use of a supremum over elements from this abstract space and such suprema cannot be represented
in the pure underlying language of the systems commonly used in proof mining. We avoid these problems
in the following ways: Instead of specifying the continuous dual as the subspace of all continuous and linear
functionals of type 1pXq, we present an abstract approach using an additional abstract base type X˚ and then
axiomatically specify that all elements of this abstract space represented by X˚ behave like continuous linear
functionals. However, there are no axioms specifying that this abstract space really contains representations
for all elements from the continuous dual associated with X as represented by a set of functionals of type
1pXq. Instead, we only include a corresponding rule that facilitates the closure of the space as represented
by the new abstract type X˚ under functionals which are provably linear and continuous. In this way, our
approach is intensional (and in some way similar to the treatment of set-valued operators in the context of
proof mining developed in [58] as will be discussed later). This intensional treatment of the dual then allows
us to utilize a proof-theoretically tame6 approach for treating suprema over (certain) bounded sets in abstract
spaces, developed in the first part of this paper, to provide defining axioms for the norm of the dual.

The success of applications of proof mining to concrete mathematical proofs in many ways relies on a mod-
ularity of this logical approach in the sense that the main logical systems can be extended and adapted with
specific mathematical objects or notions and associated axioms to fit specific problems, all the while guarantee-
ing that our metatheorems still hold. As examples of such extensions, we shall discuss how one can utilize the
new system for the dual of a normed space to provide a novel treatment of the reflexivity property of a Banach
space (in certain circumstances) and with that the second dual. Further, we extend these systems to deal
with various notions from convex analysis that utilize the dual of a normed space, including uniformly Fréchet

4Whether a class of spaces or objects can be treated via this approach to such metatheorems ultimately depends on the
complexity and uniformity of the defining axioms.

5Here, and throughout this paper for that matter, we follow the notation from [37] and consequently write 1 for the type of

number-theoretic functions. The type 1pXq then signifies the type of functions X Ñ R by following a standard coding of real

numbers as functions NÑ N. We refer to Section 2 for further details.
6We understand ‘proof-theoretically tame’ here in the sense of [39], i.e. pertaining to the phenomenon that although these notions

could be subject to well-known Gödelian phenomena, they nevertheless ‘seem to be tame in the sense of allowing for the extraction
of bounds of rather low complexity’ (as phrased in [39], see also [51, 52] for further discussions of these types of phenomenas and

their implications for logic and mathematics).
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differentiable functions and their gradients as well as corresponding Fenchel conjugates, where in particular the
treatment of the latter is made possible by again utilizing the intensional approach to the dual which allows
for a treatment of the supremum defining the Fenchel conjugate via the proof-theoretically tame approach to
suprema over bounded sets developed before. So also in those cases, we find that the intensional approach
provides mathematically strong systems for treating very concrete objects in the context of systems that allow
for bound extraction metatheorems which accurately reflect the complexity of the principles used in proofs by
the complexity of the extracted bounds.

Practically, to ultimately decide whether a proof falls into the range of the systems presented here, one would
have to try to fully formalize the proof using these restricted means (i.e. only using the intensional descriptions
of the involved objects). While this seems to be a prevalent issue here where we do not fully axiomatize the
objects in question but rather just intensionally specify them, it is in fact an issue that concerns all of proof
mining to a certain degree as it is, in a way, never fully formally clear whether a proof does or does not use a
property that transcends the means of a given system (in particular if abstract types are involved) until one
has performed an analysis or has fully formalized the corresponding proof. However, proof mining as a whole
benefits from the fact that the systems used therein are designed by taking the way mathematicians actually
work in the respective area of application into account, the success of which being empirically substantiated by
the large amount of case studies developed using these systems. In that way, gauging the possibility of whether
a theorem can be formally established in a given system geared for proof mining is practically often much
more direct and accessible. We therefore expect that these considerations also apply to the systems presented
here, i.e. that the systems are rather easy to apply in many situations commonly occurring in the literature, in
particular when, as a rule of thumb, the proof uses the dual of the underlying space only in an abstract manner,
relying mainly on structural properties rather than on concrete objects. This is in particular confirmed from
the practical perspective through the recent new case studies given in [57, 60], situated in the area of convex
analysis on Banach spaces, where all the objects relating to the dual space are used in a rather abstract way so
that formalizing these given proofs using the systems presented here is a most natural task. However, we expect
that these metatheorems allow for many further new case studies to be carried out in the areas discussed above
and for that, we want to also in particular mention the works [1, 2, 6, 10, 19, 20, 31, 44, 68, 74] as promising
future applications as, by inspection of the proofs, they also seem to be formalizable in (suitable extensions of)
the systems introduced here, being of a sufficiently abstract nature.

Lastly, we also strongly believe that the tame approach to suprema over bounded sets introduced here as well
as the general intensional approach to the dual space and to convex functions and their gradients and conjugates
will be useful in inspiring further developments in the realm of the logical metatheorems of proof mining. A
first indication of this will be provided by two subsequent papers where, in one, the treatment of monotone
operators in Hilbert spaces given in [58] is adapted to monotone operators on Banach spaces as introduced by
Browder [13, 14] and, in the other, we provide the first proof-theoretic treatment of the Hausdorff-metric in
systems amenable to proof mining metatheorems using an intensional approach to the sets measured by the
Hausdorff-metric together with the tame approach to suprema over bounded sets presented here.7

2. Preliminaries: basic formal systems for analysis in all finite types

The base system for all the extensions introduced in this paper is the system AωrX, ‖¨‖s as introduced by
Kohlenbach [36] (see also [25]). This system itself is an extension of the system Aω “ WE-PAω

`QF-AC`DC
for (a fragment of) classical analysis over all finite types T which extends weakly extensional Peano arithmetic
in all finite types WE-PAω (as defined e.g. in [72]), for one, with the quantifier-free axiom of choice in finite
types

(QF-AC) @xDyA0px, yq Ñ DY @xA0px, Y xq

where A0 is quantifier-free but the types of the variable tuples x, y are arbitrary and where we use the notation
Y x to abbreviate Y1x, . . . , Ykx if Y “ Y1, . . . , Yk, and, for another, with the schema of dependent choice
DC “ tDCρ | ρ Ď T u with

(DCρ) @x0, yρDzρApx, y, zq Ñ Dfρp0q@x0Apx, fpxq, fpSpxqqq

7Besides these forthcoming works, we however want to mention that intensional methods together with the tame approach

to suprema over bounded sets may in particular, further, be useful to treat the so-called generalized Bregman distances recently

introduced by Burachik, Dao and Lindstrom [15] while the approach to the dual space may be adapted to treat function spaces
between general vector spaces in order to treat associated operator algebras.



4 NICHOLAS PISCHKE

where fρp0q stands for f
ρ1p0q
1 , . . . , f

ρkp0q
k and A may now be arbitrary.

To form AωrX, ‖¨‖s, this system Aω is extended with a new abstract type X and formulated over the extended
set of types TX defined by8

0, X P TX , ρ, τ P TX ñ τpρq P TX .

This new type can then be used with additional constants and axioms to represent a wide range of abstract
classes of spaces and operations on them and the concrete extension AωrX, ‖¨‖s is obtained by adding new
constants 0X , 1X of type X, `X of type XpXqpXq, ´X of type XpXq, ¨X of type XpXqp1q and ‖¨‖X of type
1pXq together with the relevant defining axioms stating that X with these operations is a real normed vector
space with 1X such that ‖1X‖X “R 1 and ´Xx being the additive inverse of x (see [25, 36, 37]). It should
be noted that in the system AωrX, ‖¨‖s, equality at type 0 (“0) is the only primitive relation and equality at
different types is introduced via abbreviations. Concretely, identity on X is treated as a defined predicate via9

xX “X yX :“ ‖x´X y‖X “R 0

and higher-type equality is then defined recursively via

xτpξq “τpξq y
τpξq :“ @zξ pxz “τ yzq .

Further, we define a relation ď by recursion on the type via

(1) x ď0 y :“ x ď0 y,
(2) x ďX y :“ ‖x‖X ďR ‖y‖X ,
(3) x ďτpξq y :“ @zξpxz ďτ yzq,

and we write x ďσ y for x1 ďσ1 y1 ^ ¨ ¨ ¨ ^ xk ďσk yk where x “ px1, . . . , xkq and y “ py1, . . . , ykq are tuples
with xi, yi of type σi for σ “ pσ1, . . . , σkq.

For the notions like “R or the arithmetical operations `R and ¨R, we in that context rely on a chosen
representation of the real numbers as a Polish space in the system Aω in which context we follow the definitions
and conventions given in [37]. The following paragraphs only discuss the details which are crucial for the proofs
carried out later.

As usual, rational numbers are represented using pairs of natural numbers and for that it will be convenient
to fix a paring function j where we follow the choice made in [36]:

jpn0,m0q :“

#

minu ď0 pn`mq
2 ` 3n`mr2u “0 pn`mq

2 ` 3n`ms if existent,

00 otherwise.

The arithmetical operations `Q, ¨Q, p¨q
´1
Q can then be introduced through primitive recursive terms operating

on such codes and the relations “Q, ăQ are quantifier-free definable.
The chosen representation of real numbers now relies on fast converging Cauchy sequences of rational numbers

with a fixed Cauchy modulus 2´n (see [37] for details) and we consider N and Q as being embedded in that
representation via the constant sequences. Similarly as to Q, the usual arithmetical operations like `R, ¨R, | ¨ |R
are definable using closed terms and the relations “R/ăR on type 1 objects are represented by formulas in the
underlying language. Naturally, these relations are not decidable anymore but are given by Π0

1/Σ0
1-formulas,

respectively. An arithmetical operation where some care is needed in the context of this formal treatment of
real numbers is the reciprocal p¨q´1: In fact, there is no closed term of type 1p1q in WE-PAω which represents
γ´1 correctly for all γ ‰ 0. We deal with this as in [35] by using a binary term p¨q´1

¨ of type 1p1qp0q such
that pγq´1

l correctly represents γ´1 for all |γ| ą 2´l. An expression like γ´1 is then dealt with by working

with an additional parameter l of type 0 and using pγq´1
l together with the additional implicative assumption

|γ|R ąR 2´l. In practice, this can be mostly ignored and we thus mainly use γ´1 freely without highlighting
the additional parameter.

In the context of representing reals, we will later rely on an operator p̈which allows for an implicit quantifi-
cation over all fast-converging Cauchy sequences of rationals. Following [37], we define this operator via

pxn :“

#

xn if @k ă0 n
`

|xk ´Q xpk ` 1q|Q ăQ 2´k´1
˘

,

xk for k ă0 n least with |xk ´Q xpk ` 1q|Q ěQ 2´k´1 otherwise,

for x of type 1 and we refer to [37] for any further discussions of its properties.

8We largely follow the conventions for writing and abbreviating types established in [37].
9Here, and in the following, we write x´X y for x`X p´Xyq.
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For establishing the metatheorems, we will need to canonically select a Cauchy sequence representation for
a given real number. For non-negative real numbers, following [36], this can be formally achieved by a function
p¨q˝ which selects a representative prq˝ P NN via

prq˝pnq :“ jp2k0, 2
n`1 ´ 1q,

where

k0 :“ max k

„

k

2n`1
ď r



.

Naturally, such an association will be non-effective. However, it will suffice that the operation behaves well-
enough w.r.t. the notion of majorization. However, later we will need an extension of this function p¨q˝ to all
real numbers such that we retain these nice properties regarding majorizability. For this, if r ă 0, we define10

prq˝pnq “ jp2k̄0 ´ 1, 2n`1 ´ 1q

where

k̄0 :“ max k

„

k

2n`1
ď |r|



.

Then prq˝pnq “ ´Qp|r|q˝pnq and we get the following lemma containing exactly the properties that we later
need for this notion to be useful in the context of majorizability (extending Lemma 2.10 from [36]):

Lemma 2.1. Let r P R. Then:

(1) prq˝ is a representation of r in the sense of the above (see again e.g. [37]).
(2) For s P r0,8q, if |r| ď s, then prq˝ ď1 psq˝.
(3) prq˝ is nondecreasing (as a type 1 function).

Proof. That prq˝ is a representation is immediate and clearly prq˝ is nondecreasing as a type 1 object as j is
monotone. For item (2), let |r| ď s. If r ě 0, the result is contained in the Lemma 2.10 from [36]. If r ă 0,
write k̄0 for the value corresponding to |r| and k0 for the value corresponding to s. Then we have

k̄0 “ max k

„

k

2n`1
ď |r|



ď max k

„

k

2n`1
ď s



“ k0

so that

prq˝pnq “ jp2k̄0 ´ 1, 2n`1 ´ 1q ď jp2k0, 2
n`1 ´ 1q “ psq˝pnq

using the monotonicity of j. �

Lastly, given a sequence α P NN, we write rα for the unique real represented by pα and we sometimes write
rαspnq for the n-th element of that sequence for better readability.

To make everything more readable, we will omit the subscripts of the arithmetical operations for R in the
following parts. Similarly, we will also omit types of variables whenever convenient and omit types in proofs
almost always. Lastly, we will omit the types X,R from the operations ¨X , ¨R or omit ¨X , ¨R altogether to improve
the readability of the formulas.

3. Proof-theoretically tame suprema over bounded sets

In this section, we now want to present a way that suprema over (certain) bounded sets in abstract spaces can
be treated in the context of finite type arithmetic such that one retains meaningful bound extraction theorems
in the sense that the treatment of the supremum in question does not result in any change in the computational
strength of extracted bounds (besides of that caused by the other principles used in the proof). The presentation
is conceptual and in that way to some degree informal. We will later discuss concrete instantiating examples
for suprema where such a treatment can be utilized. In the following, we focus on the case of normed spaces
and consequently work over (possibly extensions of) the language of AωrX, ‖¨‖s. The same considerations can
however be immediately applied in the context of metric spaces too.

Assume for this that we have a predicate Cpx, pq specifying a subset of X (possibly in an extension of the
underlying language) in terms of external parameters p with types σ “ σ1, . . . , σk from a second set specified

by a predicate Dppq. Write σt “ σk, . . . , σ1 similar to [37]. Then, stating for an additional term s of type 1pσtq

10Here, ´ is defined via n´ m “ maxtn´m, 0u for n,m P N.
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that it represents the supremum of a function f , given via another term of type 1pσtqpXq, over the set specified
by C (if existent), i.e.

sup
xX :Cpx,pq

fpx, pq “R sppq for all pσ with Dppq,

can be facilitated by two axioms: one stating that sppq is an upper bound, i.e.

pSq1 @pσ, xX
`

Dppq ^ Cpx, pq Ñ fpx, pq ďR sppq
˘

,

as well as an axiom stating that the values of fpx, pq get arbitrarily close to sppq over the specified set, i.e.

pSq12 @pσ
`

Dppq Ñ @k0DxX
`

Cpx, pq ^ sppq ´ 2´k ďR fpx, pq
˘˘

.

Remark 3.1. Note that it is a rather immediate consequence of pSq12 that sppq also satisfies the usual defining
property of being a supremum in the sense that sppq is the least upper bound of all fpx, pq over the specified
set, i.e.

(+) @pσ,M1
`

Dppq ^M ăR sppq Ñ DxX
`

Cpx, pq ^M ăR fpx, pq
˘˘

,

as by unraveling the quantifiers hidden in the real inequalities in the above statement and prenexing accordingly,
we get that p`q is in fact equivalent to

(++) @pσ,M1, k0DxX , j0
`

Dppq ^M ` 2´k ăR sppq Ñ
`

Cpx, pq ^M ` 2´j ďR fpx, pq
˘˘

,

and so, assuming M ` 2´k ă sppq, we pick an x using pSq12 that satisfies sppq ´ 2´pk`1q ď fpx, pq. This x

therefore also satisfies M ` 2´pk`1q ď fpx, pq. So p``q holds true with this x and j “ k ` 1.

In and of themselves, these schemes are not amenable to proof mining methods without resulting in addi-
tional computational strength. We now want to discuss situations in which the above two axioms do become
admissible a priori in the context of bound extraction theorems (in the sense that they do not result in additional
computational strength). In particular, we want to consider what happens if the set specified by Cpx, pq is such
that every element x satisfies (not necessarily provably) that ‖x‖ ď bppq for some additional term b of type

1pσtq, i.e. the elements x such that Cpx, pq holds true are bounded in terms of the parameters p. In that case,

the existential quantifier in pSq12 becomes bounded and, after prenexing the inner quantifiers accordingly, the
statement can therefore be equivalently written as11

pSq2 @pσ, k0DxX ďX bppq1X
`

Dppq Ñ
`

Cpx, pq ^ sppq ´ 2´k ďR fpx, pq
˘˘

.

Now, in the case of a quantifier-free C and an existential D, the above statement is of the form ∆ exhibited
in [27, 37] (which will also be discussed in more detail later on) which is a priori permissible in the bound
extraction theorems based on the monotone functional interpretation. Even further, the statement is still of the
form ∆ if C is purely universal. In that case however, the boundedness statement pSq1 can only be rephrased
in an admissible way if C can be equivalently written as an existential statement or if the universal quantifiers
can themselves be bounded.

By generalizing this pattern of the duality of the requirements on C induced by pSq1 and pSq2, we can
immediately exhibit a much larger class of statements which are a priori permissible for C: the above approach
indeed yields admissible ways of phrasing suprema if C can be simultaneously written as a formula of the form

@a
δ1
1 Db1 ďσ1

r1a1 . . .@a
δn
n Dbn ďσn rna1 . . . an@c

γDqf px, p, a1, . . . , an, b1, . . . , bn, cq

which is a kind of generalized form ∆ which we, following Remark 10.24 in [37], denote by ∆˚ as well as
equivalently as a formula of the form

Dra
rδ1
1 @

rb1 ďrσ1
rr1ra1 . . . Dra

rδm
m @

rbm ďrσm
rrmra1 . . .ramDrc

rγ
rDqf px, p,ra1, . . . ,ram,

rb1, . . . ,
rbm,rcq

which we want to denote by ∆˚. In more suggestive words, the statements pSq1 and pSq2 are a priori admissible
in particular if C is a ‘∆1p∆

˚q’ formula. Further, it is clear that D can also be of the form ∆˚ as it is immediate
to see that also in that case, both statements pSq1 and pSq2 are a priori admissible in the context of bound
extraction theorems (in the sense that they have a monotone functional interpretation, see the later Section 7
for further details).

However, in many cases the mathematical particularities of a situation at hand actually yield that such a
representation of C is not even necessary for specifying a concrete supremum in an admissible way since other
facts about it sometimes allow one to equivalently express that sppq is an upper bound for the given function

11Here, 1X is the constant of AωrX, ‖¨‖s representing a canonical unit vector as before.
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over the given set in a way that does not require the above format of pSq1. An immediate example where the
above formulation of pSq1 can be avoided is when the bounded subset specified by C is just Brp0q in, say, a
given normed space pX, ‖¨‖q and Dpp, rq specifies a set of parameters p, r as before (now with types σ, 1). If f
is additionally extensional in that case, then the statement pSq1 can be replaced by

@r1, pσ@xX
`

Dpp, rq Ñ fprxr, p, rq ďR spp, rq
˘

where we make use of the functional12

rxr “
rx

maxRt‖x‖X , ru
which allows for implicit quantification over elements from Brp0q.

In that way, it is in many cases in particular the complexity of Dppq, specifying the set of parameters, that
is crucial for the admissibility of the above axioms. However, even in situations where a natural Dppq is not
of the right complexity, one can sometimes mitigate the resulting issues by providing a suitable quantifier-free
intensional description of the set specified by Dppq (potentially over an extended language). The case that we
want to make in this paper is that such situations, where the circumstances allow for an intensional treatment of
the set specified by Dppq such that the above treatment is applicable so that one can deal with certain suprema
in that context but one nevertheless retains meaningful and mathematically strong systems that allow for the
formalization of theorems and proofs from the respective areas that one wants to treat, occur rather frequently in
the mainstream mathematical literature. We therefore want to make the case that this perspective thus provides
a suitable way of approaching many previously untreated objects from (nonlinear) analysis. Concretely, the
following sections will present some prime examples for such situations where we will in particular see that, in
the context of an intensional formulation of the dual space of a Banach space, both the norm of that dual as well
as the conjugate of a convex function can be treated in such a manner which results in proof-theoretically tame
but mathematically strong systems for these areas, unlocking these branches for methods from proof mining
for the first time. These examples then in particular also make crucial use of an extended language where new
constants for the respective functions and their suprema are included. If a potential proof would make use of
further suprema, then further such extensions of the language and axioms of the system would presumably be
required.

4. A formal system for a normed space and its dual

In this section, we will now define the respective extensions of AωrX, ‖¨‖s that allow us to deal with notions
in the context of the dual space of the normed space represented by X. For this, given a real normed space
pX, ‖¨‖q, we write X˚ for the continuous dual of X and we write xx, x˚y for application of an x˚ P X˚ to an
x P X.

The main object associated with X˚ is of course the norm ‖¨‖ that turns X˚ into a normed space which in
particular will be a Banach space. The norm on X˚ is concretely defined as

‖x˚‖ “ supt|xx, x˚y| | x P X, ‖x‖ ď 1u

for x˚ P X˚. Any other basic notions from functional analysis will be introduced as needed throughout the
paper but we in general refer to [66, 71] for standard references on the subject.

The formal approach we choose towards the dual space is now as discussed in the introduction: We treat
the dual space as an intensional object and so, instead of specifying the dual space as those objects with types
1pXq which indeed represent continuous linear functionals X Ñ R, we introduce a new abstract type X˚ into

the language and correspondingly consider the extended set of types TX,X
˚

defined as

0, X,X˚ P TX,X
˚

, ρ, τ P TX,X
˚

ñ τpρq P TX,X
˚

.

This new type X˚ is used to abstractly signify a space which we consider to be the dual space of X.

In and of itself, the immediate issue with this is that elements of type X˚ have no relationship with elements of
typeX. To restore the application character of elements of typeX˚, i.e. that they shall represent functionals that
can be applied to elements of type X, we then need to further introduce a functional x¨, ¨yX˚ of type 1pXqpX˚q
by means of a new constant with suitable axioms that facilitates an abstract account of this application in the
sense that xx, x˚yX˚ is a formal representation of the resulting real value. Also, we need constants to restore
the linear structure on X˚.

12This functional seems to have first been used for r “ 1 in [40].
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Once these extensions are in place, we will be able to introduce the norm into the system by another
additional constant which is specified to be the true dual norm on X˚ induced by the norm on X by using the
tame approach to suprema over bounded sets in abstract spaces outlined before.

Concretely, we thus add the following constants to the underlying language of the system AωrX, ‖¨‖s extended
with the new base type X˚:

(1) `X˚ of type X˚pX˚qpX˚q,
(2) ´X˚ of type X˚pX˚q,
(3) ¨X˚ of type X˚pX˚qp1q,
(4) 0X˚ of type X˚,
(5) 1X˚ of type X˚,
(6) x¨, ¨yX˚ of type 1pXqpX˚q.

For treating X˚ as a normed vector space, we add another constant ‖¨‖X˚ of type 1pX˚q for dealing with the
dual norm. Indeed, the defining property of that norm being a certain supremum now has to be appropriately
stated by suitable axioms which we obtain by instantiating the previous schemes pSq1 and pSq2. The first part
of the supremum, i.e. that ‖x˚‖X˚ is an upper bound on the function values of x˚, can be equivalently stated
by the axiom

p˚q1 @x˚
X˚
, xX p|xx, x˚yX˚ | ďR ‖x˚‖X˚ ‖x‖Xq ,

essentially stating that a Cauchy-Schwarz type inequality holds. In that way, we avoid the otherwise necessary
task of removing the premise ‖x‖X ďR 1 suggested by the general scheme pSq1 as mentioned before (e.g. via

implicitly quantifying over B1p0q through the use of rx1). For the other part of the supremum, i.e. the statement
that ‖x˚‖X˚ is indeed the least such upper bound, we follow the general approach outlined in the previous
section by instantiating pSq2 and we thus opt for the axiom

p˚q2 @x˚
X˚
, k0Dx ďX 1X

`

‖x˚‖X˚ ´ 2´k ďR |xx, x
˚yX˚ |

˘

,

expressing that xx, x˚y gets arbitrarily close to ‖x˚‖ on the unit ball. This axiom p˚q2 is of the form ∆ and
thus a priori permissible when aiming for bound extraction theorems. We will later see that the usual norm
axioms can be immediately derived from these two axioms. For now, just note that the intensional approach
to X˚ via an abstract type was crucially used here to provide quantification over elements from the dual in
a quantifier-free way and thus to guarantee that the previous predicate D can be avoided so that the axioms
resulting from instantiating the schemes pSq1, pSq2 have a monotone functional interpretation.

Remark 4.1. Similar to Remark 3.1, in the context p˚q2, it can be easily seen that ‖x˚‖X˚ also (provably)
satisfies the usual definition of being a supremum in the sense that it is the least upper bound of all values
|xx, x˚yX˚ |, i.e.

@x˚
X˚
,M1 pM ăR ‖x˚‖X˚ Ñ Dx ďX 1X pM ăR |xx, x

˚yX˚ |qq ,

and, as also similar to the discussion in Remark 3.1, that p˚q2 actually even (provably) implies the following
‘instantiated’ version of that statement:

@x˚
X˚
,M1, k0Dx ďX 1X

´

M ` 2´k ăR ‖x˚‖X˚ Ñ
´

M ` 2´pk`1q ďR |xx, x
˚yX˚ |

¯¯

.

It should be noted that this consequence of p˚q2 formalizes the defining property of ‖x˚‖X˚ being a supremum
in a way as it is often used in proofs from the literature (which we will see in the various formal proofs given
later).

Using the norm, we can now provide an internal definition of equality on X˚ via the abbreviation13

x˚ “X˚ y
˚ :“ ‖x˚ ´X˚ y˚‖X˚ “R 0

for x˚X
˚

, y˚X
˚

.

13Similar to before with ´X , we write x˚ ´X˚ y
˚ for x˚ `X˚ p´X˚y

˚q.
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We now turn to the axioms for the application constant x¨, ¨yX˚ which essentially just state that the map is
bilinear:14

#

@xX , x˚X
˚

, y˚X
˚

, α1, β1 pxx, αx˚ `X˚ βy
˚yX˚ “R αxx, x

˚yX˚ ` βxx, y
˚yX˚q ,

@xX , x˚X
˚

, y˚X
˚

, α1, β1 pxx, αx˚ ´X˚ βy
˚yX˚ “R αxx, x

˚yX˚ ´ βxx, y
˚yX˚q ,

p˚q3

#

@xX , yX , x˚X
˚

, α1, β1 pxαx`X βy, x˚yX˚ “R αxx, x
˚yX˚ ` βxy, x

˚yX˚q ,

@xX , yX , x˚X
˚

, α1, β1 pxαx´X βy, x˚yX˚ “R αxx, x
˚yX˚ ´ βxy, x

˚yX˚q ,
p˚q4

Lastly, we specify the vector space structure of X˚ further, akin to [36]:15

p˚q5 The vector space axioms for `X˚ , ´X˚ , ¨X˚ , 0X˚ , 1X˚ w.r.t. “X˚ .

With this abstract approach, an issue of course arises regarding the connection between the bounded linear
functionals represented in 1pXq and the elements of X˚. Concretely, it is clear just by examination of the
quantifier complexity that an axiom stating that every element of 1pXq which is a continuous linear functional
is indeed represented by some corresponding element of X˚ will not be permissible meanwhile aiming for bound
extraction theorems due to the complex premise of linearity and continuity (which is why we opted for an
intensional treatment in the first place). In that way, we resort to the next best thing available in this situation:
we include a rule guaranteeing that at least all terms of type 1pXq which provably belong to the dual of X are
represented by an element of X˚. Concretely, we consider the following quantifier-free linearity rule16

(QF-LR)
A0 Ñ

`

@xX , yX , α1, β1 ptpαx`X βyq “R αtx` βtyq ^ @x
X p|tx| ďR M ‖x‖Xq

˘

A0 Ñ Dx˚ ďX˚ M1X˚@xX ptx “R xx, x˚yX˚q

where A0 is a quantifier-free formula and where t and M are terms of type 1pXq and 1, respectively.

But of course even in the context of this rule, the treatment of X˚ can be regarded as an intensional one and
the type X˚ will also be interpretable by a suitable subspace of X˚ (see also Remark 4.5 later on). What we
want to argue with this approach outlined here is that full knowledge of X˚ from the perspective of X seems
seldom necessary for many applications and it often suffices if the subset specified by X˚ is populated ‘enough’
(with ‘enough’ being relative to a certain application). For this, the above rule provides a minimal population
of X˚ which we now further extend by the following axiom which guarantees the existence of certain elements
in X˚ that will later be convenient to have so that we can develop the main aspects of the basic theory of X˚

formally with ease. Concretely, this axiom codes a central consequence of the Hahn-Banach theorem for X˚ by
which it follows that Jpxq ‰ H for any x P X where J is the normalized duality map of X, i.e.

Jpxq :“
!

x˚ P X˚ | xx, x˚y “ ‖x‖2
“ ‖x˚‖2

)

.

Instead of arguing that this statement is provable on the level of X using types 1pXq and then using the above
rule pQF-LRq to transfer the existence of such functionals to the type X˚, we can just state this inclusion via
an axiom of type ∆:

p˚q6 @xXDx˚ ďX˚ ‖x‖X 1X˚
´

xx, x˚yX˚ “R ‖x‖2
X “R ‖x˚‖2

X˚

¯

.

Definition 4.2. We define the system AωrX, ‖¨‖X , X˚, ‖¨‖X˚s for the abstract dual space of an abstract normed

space as the extension of AωrX, ‖¨‖s, formulated over the extended language using the types TX,X
˚

, by the
constants `X˚ , ´X˚ , ¨X˚ , 0X˚ , 1X˚ , x¨, ¨yX˚ , ‖¨‖X˚ , the axioms p˚q1 – p˚q6 and the rule pQF-LRq.

Remark 4.3. In the spirit of the above discussion preceding the rule pQF-LRq, we want to mention that the
use of a new abstract type for treating X˚ intensionally can be avoided while achieving a system of similar
strength. Concretely, we could alternatively have introduced a characteristic function χX˚ of type 0p1pXqq
into the language of AωrX, ‖¨‖s together with a constant for the norm on X˚, now formulated using the type
1pXq instead of X˚. The respective axioms for the norm then could have been formulated with a quantification
over X˚ facilitated by the additional premise χX˚px

˚q “0 0 for elements x˚ of type 1pXq (i.e. by similarly
instantiating the schemes pSq1, pSq2 but where one now uses χX˚ to instantiate D). In particular, in this
context, the arithmetical operations on X˚ would be definable by λ-abstraction together with the arithmetical
operations on X and R and application of elements from X˚ to elements from X would not require a new

14In the following, we omit the types from ¨X˚ or ¨X˚ altogether, similar to ¨X .
15In particular, by including 1X˚ in the list of constants in the description of this collection of axioms, we want to indicate that

these axioms include ‖1X˚‖X˚ “R 1.
16Similar to before, given objects x˚, y˚ of type X˚, we here write x˚ ďX˚ y

˚ for ‖x˚‖X˚ ďR ‖y˚‖X˚ .
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functional but would just be represented by a proper application of terms. This would be a kind of intensional
treatment in the spirit of the previous approaches to set-valued operators [58]. However, the above approach via
a new abstract type together with an application functional seemed to us more adherent to the abstract character
that the dual space seems to have in many application scenarios (which is in particular further substantiated
through the perspective of the notion of dual systems from the theory of topological vector spaces as will be
discussed later in Remark 4.5) and also seemed to confine a bit better to the general abstract nature of the
whole approach to normed spaces using abstract types in proof mining.

In the following, for simplicity, we abbreviate AωrX, ‖¨‖X , X˚, ‖¨‖X˚s by Dω. It can be immediately shown
that, in this system, the bilinear application form x¨, ¨yX˚ is non-degenerate (in the sense of dual systems, see
the later Remark 4.5) and extensional:

Lemma 4.4. The system Dω proves:

(1) The bilinear form x¨, ¨yX˚ is extensional, i.e.

@xX , yX , x˚
X˚
, y˚

X˚
px “X y ^ x˚ “X˚ y

˚ Ñ xx, x˚yX˚ “R xy, y
˚yX˚q .

(2) The bilinear form x¨, ¨yX˚ is non-degenerate, i.e.

(a) @xX
´

@x˚X
˚

pxx, x˚yX˚ “R 0q Ñ x “X 0X

¯

,

(b) @x˚X
˚ `

@xX pxx, x˚yX˚ “R 0q Ñ x˚ “X˚ 0X˚
˘

.

Proof. We begin with item (1): Let x, y and x˚, y˚ be given and suppose that x “ y as well as x˚ “ y˚. Then
note that 1v “ v is a vector space axiom (and corresponding instantiations for x, y, x˚, y˚ thus follow from the
axioms of AωrX, ‖¨‖s and axiom p˚q5) and thus we have

|xx, x˚y ´ xy, y˚y| ď |xx, x˚y ´ xy, x˚y| ` |xy, x˚y ´ xy, y˚y|

“ |1xx, x˚y ´ 1xy, x˚y| ` |1xy, x˚y ´ 1xy, y˚y|

“ |x1x´ 1y, x˚y| ` |xy, 1x˚ ´ 1y˚y|

“ |xx´ y, x˚y| ` |xy, x˚ ´ y˚y|

ď ‖x´ y‖ ‖x˚‖` ‖y‖ ‖x˚ ´ y˚‖ “ 0

where the the third line follows from axioms p˚q3,4, the fourth line follows from multiple applications of the
quantifier-free extensionality rule together with the previously mentioned vector space axiom and the last line
follows from axiom p˚q1 and the assumptions that x “ y and x˚ “ y˚.

For item (2), we begin with (a). For this, we actually show

@xX , k0Dx˚ ďX˚ ‖x‖X 1X˚
`

|xx, x˚yX˚ | ďR p2
´kq2 Ñ ‖x‖X ďR 2´k

˘

.

Let x be given and pick x˚ via axiom p˚q6 such that ‖x˚‖ “ ‖x‖ as well as xx, x˚y “ ‖x‖2
. Thus in particular

if |xx, x˚y| ď p2´kq2, then ‖x‖ ď 2´k.
For (b), we actually show

@x˚
X˚
, k0Dx ďX 1X

´

|xx, x˚yX˚ | ďR 2 ¨ 2´pk`2q Ñ ‖x˚‖X˚ ďR 2´k
¯

.

Thus, let x˚ be given and suppose ‖x˚‖ ą 2´k “ 2´pk`1q ` 2´pk`1q. By axiom p˚q2 (recall Remark 4.1), we get
that there exists an x with ‖x‖ ď 1 and such that |xx, x˚y| ě 2´pk`1q ` 2´pk`2q, i.e. |xx, x˚y| ą 2 ¨ 2´pk`2q. �

Remark 4.5. The above treatment of X˚ ties to the notion of dual systems from the context of topological
vector spaces (see e.g. [67]). Concretely, a dual system is a triple pX,Y, fq consisting of real vector spaces X,Y
together with a bilinear form f : X ˆ Y Ñ R. The dual system is called non-degenerate if

(1) fpx, yq “ 0 for all y P Y implies x “ 0,
(2) fpx, yq “ 0 for all x P X implies y “ 0.

In that way, the idea of the above approach using axioms p˚q1 – p˚q5 is to essentially axiomatize that X and X˚

with x¨, ¨yX˚ form a dual system. In particular, also the idea of an additional application functional is influenced
by that perspective.

The linearity rule pQF-LRq and the axiom p˚q6 then guarantee that this subspace of the dual coded by X˚

is at least in a certain way ‘close enough’ to the full dual space and together with potential additional axioms
they can serve to make sure that the subspace is rich enough for the application at hand. In particular, p˚q6
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yields that the dual system thus axiomatized is non-degenerate which is exactly what was shown in the above
lemma.

It still remains to be seen that the function specified by ‖¨‖X˚ is indeed a norm on X˚. For that, we show
in the following lemma that the axioms for norms commonly in place for systems used in proof mining (as e.g.
in the case of AωrX, ‖¨‖s) are provable for the constant ‖¨‖X˚ in Dω. In contrast to the usual norm axioms,
these norm axioms are chosen such that it immediately follows that the arithmetical operations and the norm
are extensional. In that way, we also find here that all the new constants that we added for the dual space are
provably extensional in our system and that the system proves the same facts about the normed linear structure
of X˚ that it also proves of X.

Lemma 4.6. The system Dω proves the norm axioms exhibited in [36], now formulated for ‖¨‖X˚ :

(1) @x˚X
˚

p‖x˚ ´X˚ x˚‖X˚ “R 0q,

(2) @x˚X
˚

, y˚X
˚

p‖x˚ ´X˚ y˚‖X˚ “R ‖y˚ ´X˚ x˚‖X˚q,
(3) @x˚X

˚

, y˚X
˚

, z˚X
˚

p‖x˚ ´X˚ y˚‖X˚ ďR ‖x˚ ´X˚ z˚‖X˚ `R ‖z˚ ´X˚ y˚‖q,
(4) @x˚X

˚

, y˚X
˚

, α1 p‖αx˚ ´X˚ αy˚‖X˚ “R |α| ‖x˚ ´X˚ y˚‖X˚q,
(5) @x˚X

˚

, α1, β1 p‖αx˚ ´X˚ βx˚‖X˚ “ |α´ β| ‖x˚‖X˚q,

(6)

#

@x˚X
˚

, y˚X
˚

, u˚X
˚

, u˚X
˚

p‖px˚ `X˚ y˚q ´X˚ pu˚ `X˚ v˚q‖X˚
ďR ‖x˚ ´X˚ u˚‖X˚ `R ‖y˚ ´X˚ v˚‖X˚q,

(7) @x˚X
˚

, y˚X
˚

p‖p´X˚x˚q ´X˚ p´X˚y˚q‖X˚ “R ‖x˚ ´X˚ y˚‖X˚q,
(8) @x˚X

˚

, y˚X
˚

p| ‖x˚‖X˚ ´ ‖y˚‖X˚ | ďR ‖x˚ ´X˚ y˚‖X˚q.
Proof. We only show items (1), (3), (4), (6) as well as (8) to exhibit the general pattern of proof used here.
The other items can be done similarly. For items (4), (6) and (8), we will omit mentioning the use of axiom
p˚q5 and freely manipulate algebraic expressions in X˚.17 Also, in the context of the use of axiom p˚q2, recall
Remark 4.1 for the particular consequence of p˚q2 that formalizes the usual least upper bound property of the
supremum for ‖¨‖X˚ .

(1) Since |xx, x˚y| ď ‖x˚‖ ‖x‖, we have ‖x˚‖ ě 0 for any x˚ (by instantiating x with 1X). Suppose now
that ‖x˚ ´ x˚‖ ą 0. By the axiom p˚q2, we get an x such that 0 ă |xx, x˚ ´ x˚y|. Now, using p˚q5, we
get 1x˚ “ x˚ and so the quantifier-free extensionality rule yields 0 ă |xx, 1x˚ ´ 1x˚y|. By axiom p˚q3,
we have 0 ă |1xx, x˚y ´ 1xx, x˚y| “ 0 which is a contradiction. This gives ‖x˚ ´ x˚‖ “ 0.

(3) Suppose that ‖x˚ ´ y˚‖ ą ‖x˚ ´ z˚‖` ‖z˚ ´ y˚‖. Then by axiom p˚q2, we get an x with ‖x‖ ď 1 and

|xx, x˚ ´ y˚y| ą ‖x˚ ´ z˚‖` ‖z˚ ´ y˚‖ .
Now, instantiating the vector space axioms p˚q5, we get z˚`p´z˚q “ 0 and x˚` 0 “ x˚ so that by two
applications of the quantifier-free rule of extensionality, we have

|xx, x˚ ´ y˚y| “ |xx, px˚ ` pz˚ ` p´z˚qqq ` p´y˚qy|.

By instantiating the associativity and commutativity axioms for ` from p˚q5, we get through multiple
applications of the quantifier-free extensionality rule that

|xx, x˚ ´ y˚y| “ |xx, px˚ ´ z˚q ` pz˚ ´ y˚qy|.

At last, we get

‖x˚ ´ z˚‖` ‖z˚ ´ y˚‖ ă |xx, x˚ ´ y˚y|
“ |xx, 1px˚ ´ z˚q ` 1pz˚ ´ y˚qy|

“ |xx, x˚ ´ z˚y ` xx, z˚ ´ y˚y|

ď ‖x‖ ‖x˚ ´ z˚‖` ‖x‖ ‖z˚ ´ y˚‖
ď ‖x˚ ´ z˚‖` ‖z˚ ´ y˚‖

where the second line follows from the previous by further instantiating the vector space axiom 1v “ v
from p˚q5 and using the quantifier-free extensionality rule, the third line follows from axiom p˚q3 and

17For this, some care of course needs to be exerted in order to guarantee that we do not require extensionality of these operations

in the first place. By making the following arguments more precise, this can actually be verified for the given proofs (using e.g.

Lemma 4.4) but we are here content with just sketching the arguments without this care. If one does not want to deal with this
careful exercise, one could also just add the above statements about the norm as additional universal axioms.
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real arithmetic, the fourth line follows from real arithmetic and axiom p˚q1 and the last line follows as
‖x‖ ď 1. Clearly, the above is a contradiction and so ‖x˚ ´ y˚‖ ď ‖x˚ ´ z˚‖ ` ‖z˚ ´ y˚‖ holds after
all.

(4) Suppose first that ‖αx˚ ´ αy˚‖ ą |α| ‖x˚ ´ y˚‖. Then by axiom p˚q1, p˚q2 and p˚q3, we get an x with
‖x‖ ď 1 such that

|α| ‖x˚ ´ y˚‖ ă |xx, αx˚ ´ αy˚y|
“ |α| ¨ |xx, x˚ ´ y˚y|

ď |α| ‖x‖ ‖x˚ ´ y˚‖
ď |α| ‖x˚ ´ y˚‖

which is a contradiction. On the other hand, if ‖αx˚ ´ αy˚‖ ă |α| ‖x˚ ´ y˚‖, then |α| ą 0 since
otherwise 0 ď ‖αx˚ ´ αy˚‖ ă 0. Thus in particular we have

‖αx˚ ´ αy˚‖
|α|

ă ‖x˚ ´ y˚‖ .

Again, by axioms p˚q1, p˚q2 and p˚q3, we get an x with ‖x‖ ď 1 such that

‖αx˚ ´ αy˚‖
|α|

ă |xx, x˚ ´ y˚y|

“
1

|α|
|xx, αx˚ ´ αy˚y|

ď
1

|α|
‖αx˚ ´ αy˚‖

which is a contradiction.
(6) Assume ‖px˚ ` y˚q ´ pu˚ ` v˚q‖ ą ‖x˚ ´ u˚‖ ` ‖y˚ ´ v˚‖. Then by axioms p˚q1, p˚q2 and p˚q3 there

exists an x with ‖x‖ ď 1 such that

‖x˚ ´ u˚‖` ‖y˚ ´ v˚‖ ă |xx, px˚ ` y˚q ´ pu˚ ` v˚qy|
ď |xx, x˚ ´ u˚y| ` |xx, y˚ ´ v˚y|

ď ‖x‖ ‖x˚ ´ u˚‖` ‖x‖ ‖y˚ ´ v˚‖
ď ‖x˚ ´ u˚‖` ‖y˚ ´ v˚‖

which is a contradiction.
(8) We show

‖x˚‖ ď ‖x˚ ´ y˚‖` ‖y˚‖ and ‖y˚‖ ď ‖x˚ ´ y˚‖` ‖x˚‖ .

For the former, suppose ‖x˚‖ ą ‖x˚ ´ y˚‖ ` ‖y˚‖. By axiom p˚q1, p˚q2 and p˚q3, we get that there
exists an x with ‖x‖ ď 1 and

‖x˚ ´ y˚‖` ‖y˚‖ ă xx, x˚y
“ xx, x˚ ´ y˚y ` xx, y˚y

ď ‖x˚ ´ y˚‖` ‖y˚‖

which is a contradiction.
For the latter, similarly suppose ‖y˚‖ ą ‖x˚ ´ y˚‖ ` ‖x˚‖ where we again get an x with ‖x‖ ď 1

such that

‖x˚ ´ y˚‖` ‖x˚‖ ă xx, y˚y
“ ´xx,´y˚y

“ ´xx, x˚ ´ y˚y ` xx, x˚y

ď ‖x˚ ´ y˚‖` ‖x˚‖

which is again a contradiction.

�
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Remark 4.7. A simple property of Banach spaces (see e.g. [66]) is that being a Banach space is inherited from
a space Y to all spaces BpX,Y q of continuous linear functionals mapping into Y from a normed space X. In
that way, the dual X˚ “ BpX,Rq of a normed space X is always a Banach space as R is itself complete. The
latter property of completeness of R is formally represented in WE-PAω in the following way (where we follow
the discussion given in [37]): provably in WE-PAω (and already in weak fragments thereof), we have

@Φ1p0q
`

@n0@m, k ě0 n
`

|Φk ´ Φm| ďR 2´n
˘

Ñ Df1@n0
`

|Φn´ f | ďR 2´n
˘˘

where, in fact, f can be given by fk :“ {Φpk ` 3qpk ` 3q. In that way, also the Cauchy completeness of X˚ can

be represented: provably in Dω, given a sequence x˚X
˚
p0q with

@n0@m, k ě0 n
`

‖x˚k ´X˚ x˚m‖X˚ ďR 2´n
˘

,

we have for any xX that

|xx, x˚kyX˚ ´ xx, x
˚myX˚ | ďR ‖x˚k ´X˚ x˚m‖X˚ ‖x‖X

and thus we immediately get18

@xX@n0@m, k ě0 pn` r‖x‖X sp0q ` 1q
`

|xx, x˚kyX˚ ´ xx, x
˚myX˚ | ďR 2´n

˘

.

By the above completeness of R we can define its limit by a term in x in the sense that provably

@xX@n ě0 pr‖x‖X sp0q ` 1q
`

|xx, x˚nyX˚ ´ fx| ďR 2´n
˘

for fx of type 1 defined by

fxk :“ pxx, x˚pk ` 3` r‖x‖X sp0q ` 1qyX˚q ˆpk ` 3q

where we wrote p¨qˆ for the p̈-operation. So f is a functional of type 1pXq and by formalizing a standard
textbook proof it is now provable that this functional is linear and that it indeed has a bounded norm (in the
sense that there is a K with |fx| ď K ‖x‖). The fact that this is indeed the limit of the sequence px˚nq w.r.t.
the norm of X˚ also has a trivial proof but this proof cannot be formalized in the underlying system and the
reason for this is the basic issue with this whole approach: while the limit of the sequence can be pinpointed
by a closed term, this term is of type 1pXq. We however have no immediate way of inferring that this limit is
indeed represented in X˚ in general. Only if px˚nq is provably Cauchy in the above sense (i.e. with the given
rate), then f is provably and without any assumptions linear and bounded. Then the quantifier-free linearity
rule pQF-LRq can be used to conclude the existence of an x˚f of type X˚ such that provably

@xX
`

fx “R xx, x
˚
f yX˚

˘

.

This x˚f can then be shown to be the limit. But if the sequence is not provably Cauchy in the above sense,
the use of this rule is not permitted. Note that this issue is also not avoided by using a characteristic function
χX˚ to single out X˚ from all functionals of type 1pXq as discussed in Remark 4.3 since also here, only a
corresponding rule could be formulated which states the closure of χX˚ under functions which are provably
linear and bounded. However, if we would be working with χX˚ , we could add an axiom stating that the above
term is included for any such sequence x˚ which would require implicit quantification over Cauchy sequences
in X˚ akin to the methods employed in the context of the limit functional C of Kohlenbach (see [37]). But in
that case, we can also achieve the same result in the context of the abstract type X˚ by formulating C and its
axiom over this language. We do not explore this here any further.

Remark 4.8. By formalizing a standard argument (see e.g. Chapter 2, §4, Theorem 1 in [21]), one can also show
in Dω that the uniform smoothness of X, formulated using a so-called modulus of uniform smoothness τ of type
1 (see [40]), i.e.19

@xX , yX , k0
´

‖x‖X ąR 1^ ‖y‖X ăR 2´τpkq Ñ
∥∥
rx1 `X y

∥∥
X
`
∥∥
rx1 ´X y

∥∥
X
ďR 2` 2´k ‖y‖X

¯

,

is equivalent to the uniform convexity of X˚, formulated using a modulus of uniform convexity η of type 1 (in
similarity to e.g. [36]), i.e.

@x˚
X˚
, y˚

X˚
, k0

ˆ

‖x˚‖X˚ , ‖y
˚‖X˚ ăR 1^

∥∥∥∥x˚ `X˚ y˚2

∥∥∥∥
X˚

ąR 1´ 2´ηpkq Ñ ‖x˚ ´X˚ y˚‖X˚ ďR 2´k
˙

.

We do not spell this out here any further.

18Here, we write raspnq for the n-th number in the type 1 representation of the real number a as before.
19Here, rx1 is defined as in Section 3.
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5. Reflexivity of Banach spaces

5.1. The evaluation map and reflexivity. In the following, we write X˚˚ for the bidual of X. We begin
with the central notion of reflexivity.

Definition 5.1. Define the evaluation map φ : X Ñ X˚˚ by

φpxqpx˚q “ xx, x˚y

for x˚ P X˚ and x P X. The space X is called reflexive if φ is surjective.

Basic properties of the evaluation map needed in formal discussions later are the following: At first, using
the Hahn-Banach theorem, it is immediate that the mapping φ is injective and preserves norms, i.e.

‖φpxq‖ “ ‖x‖ for all x P X.

In that way, φ maps X isometrically into X˚˚ and X is reflexive if, equivalently, φ is an isometric isomorphism
between X and X˚˚. Further, the following result is central for reflexive spaces:

Proposition 5.2 (James’ theorem [30]). A Banach space X is reflexive if, and only if, for any x˚ P X˚ with
‖x˚‖ “ 1, there is an x P X with ‖x‖ “ 1 and xx, x˚y “ 1.

5.2. Treating reflexivity. To treat reflexivity in its version given by Definition 5.1, we will need access to the
bidual X˚˚. Similarly to our abstract approach to X˚, we do not define this space from the objects from X˚

but treat it in an abstract way as we did with X˚. Concretely, we first extend the underlying language by a

third abstract type X˚˚, moving to a further extended set of types TX,X
˚,X˚˚ and to the resulting extended

language similar to before. We then utilize this type to further introduce, as before, constants for the linear
and normed structure on X˚˚ as well as for the application of elements from X˚˚ to elements from X˚, i.e.20

(1) `X˚˚ of type X˚˚pX˚˚qpX˚˚q,
(2) ´X˚˚ of type X˚˚pX˚˚q,
(3) ¨X˚˚ of type X˚˚pX˚˚qp1q,
(4) 0X˚˚ of type X˚˚,
(5) 1X˚˚ of type X˚˚,
(6) x¨, ¨yX˚˚ of type 1pX˚qpX˚˚q,
(7) ‖¨‖X˚˚ of type 1pX˚˚q.

These constants are then used to formulate the previous axioms p˚q1 – p˚q6 and the rule pQF-LRq for the
bidual:21

@x˚˚
X˚˚

, x˚
X˚
p|xx˚, x˚˚yX˚˚ | ďR ‖x˚˚‖X˚˚ ‖x

˚‖X˚q .p˚˚q1

@x˚˚
X˚˚

, k0Dx˚ ďX˚ 1X˚
`

‖x˚˚‖X˚˚ ´ 2´k ďR |xx
˚, x˚˚yX˚˚ |

˘

.p˚˚q2
#

@x˚X
˚

, x˚˚X
˚˚

, y˚˚X
˚˚

, α1, β1 pxx˚, αx˚˚ `X˚˚ βy
˚˚yX˚˚ “R αxx

˚, x˚˚yX˚˚ ` βxx
˚, y˚˚yX˚˚q ,

@x˚X
˚

, x˚˚X
˚˚

, y˚˚X
˚˚

, α1, β1 pxx˚, αx˚˚ ´X˚˚ βy
˚˚yX˚˚ “R αxx

˚, x˚˚yX˚˚ ´ βxx
˚, y˚˚yX˚˚q .

p˚˚q3

#

@x˚X
˚

, y˚X
˚

, x˚˚X
˚˚

, α1, β1 pxαx˚ `X˚ βy
˚, x˚˚yX˚˚ “R αxx

˚, x˚˚yX˚˚ ` βxy
˚, x˚˚yX˚˚q ,

@x˚X
˚

, y˚X
˚

, x˚˚X
˚˚

, α1, β1 pxαx˚ ´X˚ βy
˚, x˚˚yX˚˚ “R αxx

˚, x˚˚yX˚˚ ´ βxy
˚, x˚˚yX˚˚q .

p˚˚q4

The vector space axioms for `X˚˚ , ´X˚˚ , ¨X˚˚ , 0X˚˚ , 1X˚˚ w.r.t. “X˚˚ .p˚˚q5

@x˚
X˚
Dx˚˚ ďX˚˚ ‖x˚‖X˚ 1X˚˚

´

xx˚, x˚˚yX˚˚ “R ‖x˚‖2
X˚ “R ‖x˚˚‖2

X˚˚

¯

.p˚˚q6

For the rule, we opt for the formulation22

(QF-LR˚˚)

#

A0 Ñ p@x˚X
˚

, y˚X
˚

, α1, β1 ptpαx˚ `X˚ βy
˚q “R αtx

˚ ` βty˚q

^@x˚X
˚

p|tx˚| ďR M ‖x˚‖X˚qq
A0 Ñ Dx˚˚ ďX˚˚ M1X˚˚@x˚

X˚ ptx˚ “R xx˚, x˚˚yX˚˚q
,

20As before, in formulas, we often omit the types around the ¨X˚˚ -operation or we omit the operation entirely.
21Similar to before, by including 1X˚˚ in the list of constants in the description of axiom p˚˚q5, we want to indicate that these

axioms include ‖1X˚˚‖X˚˚ “R 1.
22Also here, given objects x˚˚, y˚˚ of type X˚˚, we write x˚˚ ďX˚˚ y

˚˚ for ‖x˚˚‖X˚˚ ďR ‖y˚˚‖X˚˚ similarly to before.
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where A0 is a quantifier-free formula as before and t is a term of type 1pX˚q and M a term of type 1. We write
DωrX˚˚, ‖¨‖X˚˚s for the system Dω extended by the above constants, axioms and the rule.

In that formalism, reflexivity of the space (defined by means of the surjectivity of the evaluation map) can
be easily expressed:

@x˚˚
X˚˚

DxX@x˚
X˚
pxx, x˚yX˚ “R xx

˚, x˚˚yX˚˚q .

As discussed above, the map φ is an isometry and thus any such x naturally satisfies ‖x‖ “ ‖x˚˚‖. Therefore,
the above statement is naturally equivalent to one of the form ∆ which we henceforth adopt as our axiom for
reflexivity:

(R) @x˚˚
X˚˚

Dx ďX ‖x˚˚‖X˚˚ 1X@x
˚X

˚

p‖x‖X “R ‖x˚˚‖X˚˚ ^ xx, x
˚yX˚ “R xx

˚, x˚˚yX˚˚q .

As a simple example for the use of the axiom (R), we now consider the formal provability of one direction of
James’ theorem.

Lemma 5.3. The system DωrX˚˚, ‖¨‖X˚˚s ` pRq proves:

@x˚
X˚
DxX

´

xx, x˚yX˚ “R ‖x‖2
X “R ‖x˚‖2

X˚

¯

.

In particular, DωrX˚˚, ‖¨‖X˚˚s ` pRq proves

@x˚
X˚
DxX p‖x˚‖X˚ “R 1 Ñ ‖x‖X “R 1^ xx, x˚yX˚ “R 1q

as in James’ theorem.

Proof. Let x˚ be given. By axiom p˚˚q6, we have that there exists an x˚˚ with

xx˚, x˚˚y “ ‖x˚˚‖2
“ ‖x˚‖2

.

By axiom (R), we obtain that there exists an x with ‖x‖ “ ‖x˚˚‖ “ ‖x˚‖ and xx, x˚y “ xx˚, x˚˚y “ ‖x˚‖2
. �

Note that the above version of the characterization of reflexive spaces as in James’ theorem is easily formulated
as an axiom of type ∆ via

(JT) @x˚
X˚
DxX ďX ‖x˚‖X˚ 1X

´

xx, x˚yX˚ “R ‖x‖2
X “R ‖x˚‖2

X˚

¯

.

If the bidual is not used in the context of reflexivity but one only needs to rely on the dual and the characteri-
zation via James’ theorem, then the system Dω ` pJTq can be used instead.23 Clearly, the above formal proof
of one direction of the equivalence in James’ theorem only concerns the simpler of the two directions and as
such just represents a small litmus test for the appropriateness of the phrasing of both pRq and pJTq. We do
not know whether the deep converse direction of James’ theorem is formalizable in the above systems and it
would be very interesting to further investigate this topic.

However, there is a central issue surrounding this treatment of reflexivity. Namely, the axioms inherit a
potential weakness through the intensionality used in the approach: the strength of the axioms pRq and pJTq
is determined mainly by the degree of how populated X˚˚ and X˚ are, respectively, i.e. how concretely they
are specified. The more functionals the systems can provably determine to belong to these spaces, the stronger
the axioms get. In that way, if a proof relies on the use of reflexivity on a specific complicated object x˚˚

from X˚˚, then this complexity will be reflected by a potential analysis as, to formalize this use, one first has
to provide formal means to hardwire this object into X˚˚ via corresponding axioms which have a monotone
functional interpretation. So, from a practical perspective, a good rule of thumb for gauging whether the above
approach to reflexivity is useful in the context of an analysis of a given proof is whether the use of reflexivity
is suitably abstract, concerning not concrete objects but just structural properties. In particular, this seems to
be the case in the context of the current proof mining practice focused on modern convex analysis over Banach
spaces where these issues seem to not feature at all. This is in particular illustrated by the applications given
in [60] where reflexivity features prominently in the underlying theory but is only ever used in a rather abstract
way to guarantee the existence and well-definedness of certain involved objects corresponding to the geometry
of the space which can be easily hardwired into system.

Remark 5.4. By formalizing a standard argument (see e.g. Chapter 2, §4, Theorem 2 in [21]), one can show that
Dω together with an axiom specifying that X is uniformly convex (using a corresponding modulus η) proves
the above axiom pJTq.

23Note that this system is conservative over the base system by relativizing the quantifiers over elements of X˚ accordingly.
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6. Extensions for uniformly Fréchet differentiable functions, their gradients and
conjugates

We will now discuss the main extension of the above system for the dual of a normed space which is that
it provides a firm basis for the treatment of uniformly Fréchet differentiable convex functions, their gradients
and in particular their Fenchel conjugates in Banach spaces. In that way, as we will further discuss later on,
these extensions then allow for a formal treatment of Bregman distances associated with the respective convex
function. This provides the first proper foray of proof mining into this part of convex analysis (beyond the
previous abstract treatment of generalized gradients and monotone operators [43, 58]) and also provides a first
approach to deal with these rather concrete and complex objects. The bound extraction results established
later for these extensions then also form the basis for the extraction of quantitative results on the asymptotic
regularity and convergence of iterations involving Bregman strongly nonexpansive operators given in [60] as well
as of rates of metastability for algorithms involving Bregman projections in [57]. We refer to the references given
in the introduction for further examples from the vast array of potential future applications of these systems.

6.1. Basic properties of Fréchet differentiable functions. We here shortly survey the (very minimal)
essential definitions from the realm of convex analysis. Further definitions are given throughout the sections as
needed. For any other details, we refer to the standard works [5, 64, 65, 73].

Let f : X Ñ p´8,`8s be a given function with extended real values. In the following analytical section, we
will assume that

(1) f is proper, i.e.
domf :“ tx P X | fpxq ă `8u ‰ H,

(2) f is lower-semicontinuous, i.e.

@x P domf@y ă fpxqDδ ą 0@z P Bδpxq pfpzq ą yq ,

(3) f is convex, i.e.

@x, y P domf@λ P r0, 1s pf pλx` p1´ λq yq ď λfpxq ` p1´ λq fpyqq .

One of the central tools to study convex functions analytically are so-called generalized gradients. The central
kind of these generalized gradients are the so-called subgradients as prominently already used in earliest works
on modern convex analysis by Brøndsted and Rockafellar (see e.g. [12, 62]). For this, we write intdomf for the
interior of domf .

Definition 6.1 (Subdifferential). Let x P intdomf . We define

Bfpxq :“ tx˚ P X˚ | fpxq ` xy ´ x, x˚y ď fpyq for all y P Xu.

In this work, the focus will be on convex functions which are also Fréchet differentiable.

Definition 6.2 (Gâteaux and Fréchet differentiability). A function f is called Gâteaux differentiable at x if
there exists an element ∇fpxq P X˚ such that

lim
tÑ0

fpx` tyq ´ fpxq

t
“ xy,∇fpxqy

for any y. It is called Gâteaux differentiable if it is Gâteaux differentiable at every x P intdomf . Further, f
is called Fréchet differentiable if this limit is uniform in ‖y‖ “ 1 and uniformly Fréchet differentiable on a set
C Ď X if the limit is also uniform in x P C.

The simplest example of a Fréchet derivative is obtained in uniformly smooth Banach spaces where for
f “ ‖¨‖2

{2, we obtain ∇f “ J for the normalized duality map J (see e.g. [73]). In particular, in Hilbert spaces,
this reduces to the identity after identifying X˚ with X.

The following properties connect the Fréchet derivative with the subgradients discussed before and will be
essential for our treatment of the gradient for uniformly Fréchet differentiable functions. Their proofs can be
found e.g. in [73] (or in [5] for the case of Hilbert spaces where the proofs are rather similar).

Proposition 6.3. Let x P intdomf . Then, the following are equivalent:

(1) f is Fréchet differentiable at x.
(2) Every selection of Bf is norm-to-norm continuous at x.
(3) There exists a selection of Bf that is norm-to-norm continuous at x.

Further, it holds that:
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(1) If f is Gâteaux differentiable at x, then Bfpxq “ t∇fpxqu.
(2) If f is continuous at x and Bfpxq “ tuu, then f is Gâteaux differentiable at x and u “ ∇fpxq.

By the following result due to Reich and Sabach, being uniformly Fréchet differentiable on bounded sets
(essentially) implies being Fréchet differentiable with a gradient that is uniformly norm-to-norm continuous on
bounded sets.

Proposition 6.4 (essentially [61]). If f : X Ñ R is uniformly Fréchet differentiable on bounded sets and ∇f
is bounded on bounded sets, then ∇f is uniformly norm-to-norm continuous on bounded sets.

The focus of the following sections will now be on providing logical systems for the treatment of convex
functions f with uniformly continuous gradients as well as their conjugate functions and their corresponding
gradients. By the above proposition, this therefore in particular treats functions that are uniformly Fréchet
differentiable on bounded sets where ∇f is bounded on bounded sets.

6.2. A first formal treatment of gradients for uniformly Fréchet differentiable functions. To treat
a convex function, we add a constant f of type 1pXq to the language. In the following discussions, we will for
simplicity disregard the potential ‘partialness’ of the function (induced by it taking values in the extended real
line) and only treat total functions f : X Ñ R and their properties. Note the longer Remark 6.6 for a discussion
on how the treatment presented below can be adapted to also handle the general setting.

The first immediate axiom for f is the following:

pfq1 That f is convex, i.e.

@xX , yX , λ1
´

f
´

rλx`X

´

1´ rλ
¯

y
¯

ďR rλfpxq `
´

1´ rλ
¯

fpyq
¯

.

Here, we have used the operation r̈ as e.g. defined in [37] for implicit quantification over r0, 1s.

The lower-semicontinuity will not be added formally to the system as it will be derivable (in the form of uniform
continuity on bounded subsets) from the axioms on the gradient.

Note that therefore, some caution is warranted for the use of the axiom pfq1 as the use of rλ for formulating
the convexity of f requires the extensionality of f to work as expected (as extensionality of f is e.g. needed
to prove that the convexity property really holds for all λ of type 1 with 0 ďR λ ďR 1 as would be desired).
However, Lemma 6.5 establishes the uniform continuity of f as mentioned above and thus the extensionality of
f and this lemma does not rely on pfq1 so that no issues arise here.

Regarding the gradient, we add another constant ∇f of type X˚pXq to the system. The relevant axioms
for this constant will now stipulate that ∇f is a selection function for Bf together with the fact that ∇f is
uniformly continuous on bounded subsets.

Since the main emphasis will later be on systems which treat Legendre functions, since these functions
naturally satisfy dom∇f “ intdom f and since we assume dom f “ X, we also consider ∇f to be totally
defined.

We thus arrive at the following axioms:

p∇fq1 That ∇f is a selection of Bf , i.e.

@xX , yX pfpxq ` xy ´X x,∇fpxqyX˚ ďR fpyqq .

p∇fq2 That ∇f is uniformly continuous on bounded subsets, i.e.

@xX , yX , b0, k0
´

‖x‖X , ‖y‖X ăR b^ ‖x´X y‖X ăR 2´ω
∇f
pk,bq Ñ ‖∇fpxq ´X˚ ∇fpyq‖X˚ ďR 2´k

¯

.

Here, ω∇f is another additional constant of type 0p0qp0q.

We write Dωrf,∇f s for the theory resulting from Dω by extending it with the previous constants as well
as the axioms pfq1, p∇fq1 and p∇fq2. By the results contained in Proposition 6.3, any model of this system
has to interpret the constant ∇f via the true gradient and what we want to argue is that this system is indeed
sufficient to develop a large part of the theory of these gradients. As an initial litmus test, we in the following
consider formalizations of various basic but central results on the function f and its gradient if the latter is
uniformly continuous.

Lemma 6.5. The theory Dωrf,∇f s proves:
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(1) f is uniformly Fréchet differentiable on bounded subsets, i.e.

@b0, k0Dj0@xX , yX
ˆ

‖x‖X ăR b^ 0 ăR ‖y‖X ăR 2´j

Ñ
|fpx` yq ´ fpxq ´ xy,∇fpxqyX˚ |

‖y‖X
ďR 2´k

˙

,

where in fact one can choose
j “ ω∇f pk, b` 1q.

(2) ∇f is bounded on bounded subsets, i.e.

@b0Dc0@xX p‖x‖X ăR bÑ ‖∇fpxq‖X˚ ďR cq ,

where in fact one can choose

c “ Cpbq “ b2ω
∇f
p0,bq ` r‖∇fp0q‖X˚sp0q ` 2.

(3) f is uniformly continuous on bounded subsets, i.e.

@k0, b0Dj0@xX , yX
`

‖x‖X , ‖y‖X ăR b^ ‖x´X y‖X ďR 2´j Ñ |fpxq ´ fpyq| ďR 2´k
˘

,

where in fact one can choose
j “ ωf pk, bq “ k ` Cpbq.

(4) f is bounded on bounded sets, i.e.

@b0Dd0@xX p‖x‖X ăR bÑ |fpxq| ďR dq ,

where in fact one can choose

d “ Dpbq “ b2ω
f
p0,bq ` r|fp0q|sp0q ` 2.

Proof. (1) Using p∇fq1 and extensionality of x¨, ¨y, we get

fpx` yq ´ fpxq ě xx` y ´ x,∇fpxqy
“ xy,∇fpxqy.

Similarly we derive
fpxq ´ fpx` yq ě x´y,∇fpx` yqy.

Together, we get

0 ď fpx` yq ´ fpxq ´ xy,∇fpxqy
ď xy,∇fpx` yqy ´ xy,∇fpxqy
ď ‖y‖ ‖∇fpx` yq ´∇fpxq‖ .

Therefore we get

|fpx` yq ´ fpxq ´ xy,∇fpxqy|
‖y‖

ď ‖∇fpx` yq ´∇fpxq‖ .

So, for ‖x‖ ă b and y with ‖y‖ ă 2´ω
∇f
pk,b`1q, we get ‖x` y‖ ă b ` 1 and as ‖x` y ´ x‖ “ ‖y‖ ă

2´ω
∇f
pk,b`1q, this yields

|fpx` yq ´ fpxq ´ xy,∇fpxqy|
‖y‖

ď 2´k

by p∇fq2.
(2) We have

@x, y
´

‖x‖ , ‖y‖ ď b^ ‖x´ y‖ ď 2´ω
∇f
p0,bq Ñ ‖∇fpxq ´∇fpyq‖ ď 1

¯

.

One can then inductively construct b2ω
∇f
p0,bq-many points x1, . . . , xk´1 with ‖xi‖ ă b and

‖x1‖ , ‖x1 ´ x2‖ , . . . , ‖xk´1 ´ x‖ ă 2´ω
∇f
p0,bq.

This yields

‖∇fp0q ´∇fpx1q‖ , ‖∇fpx1q ´∇fpx2q‖ , . . . , ‖∇fpxk´1q ´∇fpxq‖ ď 2´0 “ 1

so that, using the triangle inequality, we derive

‖∇fpxq‖ ď b2ω
∇f
p0,bq ` 1` ‖∇fp0q‖ .
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The claim now follows from the fact that r‖∇fp0q‖X˚sp0q ` 1 ě ‖∇fp0q‖.
(3) We have

fpxq ´ fpyq ď xx´ y,∇fpxqy
ď ‖x´ y‖ ‖∇fpxq‖

and similarly, we get

fpyq ´ fpxq ď ‖x´ y‖ ‖∇fpyq‖ .

Using the fact that ∇f is bounded on bounded sets with ‖∇fpxq‖ ď Cpbq for ‖x‖ ă b, we then get that

|fpxq ´ fpyq| ď 2´k

for ‖x‖ , ‖y‖ ă b with

‖x´ y‖ ď 2´pk`Cpbqq.

(4) Similar to item (2).
�

Remark 6.6. We can incorporate functions f : X Ñ p´8,`8s into the above framework by using an intensional
account of f ’s domain. Concretely, to deal with such an f , we may introduce a new constant χf of type 0pXq
into the language and then formulate all statements regarding fpxq by relativizing x to

x P domf :“ χfx “0 0.

The problem with this approach is now that the gradient ∇f also requires a treatment for its domain dom∇f Ď
intdomf and it is further crucial that this inclusion can be recognized by the system. For this, we can further
modify the above intensional approach to domains of partial functions on X by incorporating the information
required by the “openness” of the domain into the characteristic function. Concretely, the domain of ∇f can
be treated by considering a slightly augmented characteristic function represented by a constant χ∇f of type
0p0qpXq together with the defining universal axiom24

@xX , k0
´

χ∇fxk “0 0 Ñ @yk
´´

x´X ryp2
´k
q
¯

P domf
¯¯

expressing that dom∇f Ď intdomf indeed holds by encoding the radius witnessing that x P intdomf with x in
χ∇f . It is now an easy exercise to generalize the above formal forays into the theory of f and its gradient ∇f
to this modification by also relativizing statements regarding ∇fpxq using

px, kq P dom∇f :“ χ∇fxk “0 0

and

x P dom∇f :“ Dk0ppx, kq P dom∇fq.

Note further that this approach is very flexible not only regarding applications but also regarding formal-
izations of further properties of these domains which may be required in certain contexts. For example, as
mentioned before, in the context of Legendre functions, a characterizing condition for these domains is in fact
that the full equality dom∇f “ intdomf holds. This property can be further expressed by an axiom of type ∆.
For this, note that the naive formulation of the reverse inclusion intdomf Ď dom∇f can be formally expressed
as

@xX
´

Dk0@yX
´´

x´X ryp2
´k
q
¯

P domf
¯

Ñ Dj0 ppx, jq P dom∇fq
¯

But now, if x P intdomf with a radius 2´k is already supposed to hold, we can just simplify the above expression
by instantiating it with j “ k which, after prenexing accordingly, brings us to the following axiom

@xX , k0DyX ďX 2´k1X

´´

x´X ryp2
´k
q
¯

P domf Ñ px, kq P dom∇f
¯

which is of type ∆ by the restriction ‖y‖ ď 2´k which does not restrict the meaning of the original statement

as we anyhow move to ryp2
´k
q.

24Here, we use the r¨r operation on elements of type X as defined in Section 3.
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6.3. The Fenchel conjugate and its formal treatment. In the following, we will work over a reflexive
space X. A main object in nonlinear analysis, in particular lying at the heart of the main approach to duality
theory in Banach spaces, is the Fenchel conjugate f˚ of a convex function f (as introduced in [22], see also
[11, 63]): concretely, f˚ : X˚ Ñ p´8,`8s is defined by

f˚px˚q “ sup
xPX

pxx, x˚y ´ fpxqq .

The first immediate result from the definition is the following Young-Fenchel inequality: for any x P X and any
x˚ P X˚, it holds that

fpxq ` f˚px˚q ě xx, x˚y.

If f˚ is to be treated in any formal way in the underlying systems, we will have to require that f˚ is majorizable
which amounts to it being bounded on bounded sets. This requirement is linked with coercivity conditions on
f by the following result:

Proposition 6.7 ([3]). Call f supercoercive (or strongly coercive) if

lim
‖x‖Ñ`8

fpxq

‖x‖
“ `8.

Then, the following are equivalent:

(1) f is supercoercive.
(2) f˚ is bounded on bounded subsets.

In particular, both imply that domf˚ “ X˚.

In that way, any metatheorem treating f˚ via a constant (say of type 1pX˚q) is in essence restricted to
requiring that f is supercoercive. In that situation, however, the treatment of the supremum defining f˚ is
possible, following the tame approach to suprema outlined in the preceding sections. This in particular follows
from the fact that if f is supercoercive, then the set on which the supremum is approached is bounded without
loss of generality. This is formalized in the following lemma.

Lemma 6.8. Let α : NÑ N be a modulus of supercoercivity, i.e.

@K P N, x P X p‖x‖ ą αpKq Ñ fpxq{ ‖x‖ ě Kq

and let F˚ : NÑ N be a function witnessing that f˚ is bounded below on bounded sets, i.e.

@b P N, x˚ P X˚ p‖x˚‖ ď bÑ f˚px˚q ě ´F˚pbqq .

Then for x˚ P X˚ with ‖x˚‖ ď b, we have

f˚px˚q “ sup
xPBrpα,F˚,bqp0q

pxx, x˚y ´ fpxqq

where
rpα, F˚, bq “ maxtαpb` 1q ` 1, F˚pbq ` 1u.

Proof. Let x P X be given such that ‖x‖ ě αpb` 1q ` 1. Then fpxq ě pb` 1q ‖x‖. Naturally, we then have

xx, x˚y ´ fpxq ď ‖x‖ ‖x˚‖´ pb` 1q ‖x‖
“ p‖x˚‖´ pb` 1qq ‖x‖
ď ´ ‖x‖ .

Thus, if ‖x‖ ě F˚pbq ` 1 also holds, then we have

xx, x˚y ´ fpxq ď ´F˚pbq ´ 1 ď f˚px˚q ´ 1

and therefore, we get the claim. �

The lower bound F˚ featured in the above result is naturally computed from f . Concretely, using the totality
of f , we get

f˚px˚q ě x0, x˚y ´ fp0q ě ´|fp0q| ě ´pr|fp0q|sp0q ` 1q.

So, in our concrete situation of a total f , we even have that

rpα, bq “ maxtαpb` 1q ` 1, r|fp0q|sp0q ` 2u

suffices. Majorizing f˚ can now also be trivially achieved by just noting that

|xx, x˚y ´ fpxq| ď ‖x‖ ‖x˚‖` |fpxq|



PROOF MINING FOR THE DUAL OF A BANACH SPACE WITH EXTENSIONS 21

and thus, knowing that there is an x with ‖x‖ ă rpα, bq and such that xx, x˚y´fpxq approximates the supremum
f˚px˚q with error 1, we get

f˚px˚q ď rpα, bq ‖x˚‖` rpα, bq2ω
f
p0,rpα,bqq ` r|fp0q|sp0q ` 3

using Lemma 6.5 which immediately allows us to compute a majorant for f˚.

The axioms for f˚ are now readily presented by formalizing the supercoercivity of f using a corresponding
modulus and then using the above properties of f˚ to instantiate the previous schemes pSq1 and pSq2:

pfq2 That f supercoercive with modulus αf , i.e.

@K0, xX
`

‖x‖X ąR α
f pKq Ñ fpxq{ ‖x‖X ěR K

˘

.

Here, αf is an additional constant of type 1.
pf˚q1 That f˚ is a pointwise upper bound for all affine functionals gxpx

˚q “ xx, x˚y ´ fpxq, i.e.

@x˚
X˚
, xX pxx, x˚yX˚ ´ fpxq ďR f

˚px˚qq .

pf˚q2 That f˚ is indeed the pointwise supremum of all these affine functionals, i.e.

@x˚
X˚
, b0, k0DxX ďX maxtαf pb` 1q ` 1, r|fp0q|sp0q ` 2u1X

`

‖x˚‖X˚ ăR bÑ
`

f˚px˚q ´ 2´k ďR xx, x
˚yX˚ ´ fpxq

˘˘

.

Note that also here, we have a natural benefit in approaching this supremum as we can avoid instantiating C
in the schema pSq1 since the corresponding claim that f˚ is an upper bound actually holds in an unrestricted
form.

Remark 6.9. Similar to Remark 3.1 (recall also Remark 4.1), in the context pf˚q2, also f˚px˚q satisfies the
usual definition of being a supremum in the sense that it is the least upper bound of all values xx, x˚y ´ fpxq
and, also similar to before, pf˚q2 even implies the following statement:

@x˚
X˚
, b0,M1, k0DxX ďX maxtαf pb` 1q ` 1, r|fp0q|sp0q ` 2u1X

´

‖x˚‖X˚ ăR b^M ` 2´k ăR f
˚px˚q Ñ

´

M ` 2´pk`1q ďR xx, x
˚yX˚ ´ fpxq

¯¯

.

A first immediate property that can be derived for f˚ is its convexity:

Lemma 6.10. The system Dω extended with constants for f , αf and f˚ together with the axioms pf˚q1 and
pf˚q2 proves that f˚ is convex.

Proof. Suppose that f˚ is not convex, i.e. that there are x˚, y˚ and α P r0, 1s such that

αf˚px˚q ` p1´ αqf˚py˚q ă f˚pαx˚ ` p1´ αqy˚q.

Then by pf˚q2 (recall Remark 6.9), we get a z such that

αf˚px˚q ` p1´ αqf˚py˚q ă xz, αx˚ ` p1´ αqy˚y ´ fpzq

“ αpxz, x˚y ´ fpzqq ` p1´ αqpxz, y˚y ´ fpzqq

ď αf˚px˚q ` p1´ αqf˚py˚q,

where the last line follows from pf˚q1. This is a contradiction. �

Note that not even the convexity of f is necessary for this.

If f˚ is uniformly Fréchet differentiable as well, its gradient can now be introduced as before: we add a
constant ∇f˚ of type XpX˚q and consider the following axioms.

p∇f˚q1 That ∇f˚ is a selection of Bf˚, i.e.

@x˚
X˚
, y˚

X˚
pf˚px˚q ` x∇f˚px˚q, y˚ ´X˚ x˚yX˚ ďR f

˚py˚qq .

p∇f˚q2 That ∇f˚ is uniformly continuous on bounded subsets, i.e.

@x˚
X˚
, y˚

X˚
, b0, k0

ˆˆ

‖x˚‖X˚ , ‖y
˚‖X˚ ăR b

^ ‖x˚ ´X˚ y˚‖X˚ ăR 2´ω
∇f˚

pk,bq

˙

Ñ ‖∇f˚px˚q ´X ∇f˚py˚q‖X ďR 2´k
˙

.

Here, ω∇f˚ is another additional constant of type 0p0qp0q.
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We want to note that the gradients of f and f˚ are simultaneously well-defined only if f is Legendre in the
sense of the following influential definition of Bauschke, Borwein and Combettes.

Definition 6.11 ([3]). A function f is called:

(1) essentially smooth if Bf is locally bounded and single-valued on its domain,
(2) essentially strictly convex if pBfq´1 is locally bounded and f is strictly convex on every convex subset

of domBf ,
(3) Legendre if it is both essentially smooth and essentially strictly convex.

Over reflexive spaces, these properties can be recognized as equivalently stating a particularly nice differen-
tiability property for both f and its conjugate f˚.

Proposition 6.12 ([3]). If X is reflexive, then f is Legendre if, and only if

(1) It holds that intdomf ‰ H, that f is Gâteaux differentiable on intdomf , and dom∇f “ intdomf .
(2) It holds that intdomf˚ ‰ H, that f˚ is Gâteaux differentiable on intdomf˚, and dom∇f˚ “ intdomf˚.

Therefore, the above axioms can only be satisfied if f is already Legendre since any f and f˚ satisfying them
are even uniformly Fréchet differentiable on bounded sets.

Remark 6.13. While reflexivity features as a key assumption in the above proposition, if further differentiability
assumptions are made regarding f and f˚, then reflexivity is an inherent property in that context. Concretely,
by a result of Borwein and Vanderwerff [9], any space where f and f˚ are Fréchet differentiable, f is continuous
and domf˚ “ X˚ is already reflexive and it follows from results by Borwein, Guirao, Hájek and Vanderwerff [8]
that if f and f˚ are uniformly Fréchet differentiable and domf˚ “ X˚, then X is even superreflexive. In that
way, in the context of the continuity assumptions formalized by the above axioms, we are always conceptually
working over (super-)reflexive spaces and we used this reflexivity here already to formalize ∇f˚ via an object
of type XpX˚q, using X as the type for the images in order to formally avoid X˚˚.

Further, the following relation between the gradient of a function and of its conjugate holds for Legendre
functions:

Proposition 6.14 ([3]). If X is reflexive and f is Legendre, then ∇f is a bijection with ran∇f “ dom∇f˚,
ran∇f˚ “ dom∇f “ intdomf and

∇f “ p∇f˚q´1.

Instead of formalizing the corresponding proof to verify whether the previous axioms already suffice for
proving this relation, we can just hardwire this property into the system by adding the following corresponding
axiom:

(L) @xX , x˚X
˚

p∇f∇f˚px˚q “X˚ x˚ ^∇f˚∇fpxq “X xq.

We write Dωrf,∇f, f˚,∇f˚s for the system Dωrf,∇f s extended with the above constants and axioms pfq2,
pf˚q1, pf˚q2 as well as p∇f˚q1, p∇f˚q2, pLq.

Remark 6.15. Note that the previous Lemma 6.5, if suitably adapted, also holds for f˚ and ∇f˚ in this new
theory Dωrf,∇f, f˚,∇f˚s. We therefore do not replicate this here.

Remark 6.16. It is well-known in the literature on convex analysis that differentiability properties of the conju-
gate f˚ are related to convexity properties of the original function f (see e.g. [16, 17, 18] among many others). In
that way, any function f that induces a model of the theory Dωrf,∇f, f˚,∇f˚s actually is even totally convex
on bounded subsets as well as uniformly strictly convex. We refer to [60] for further (formal) investigations
into the interrelations of these properties and their quantitative analogues as guided by the logical methodology
introduced in this paper.

6.4. Bregman distances and their formal treatment. As a small indication for the applicability of the
above formal systems, we just want to note that the language is already expressive enough to deal with some
of the central objects in the modern realm of convex analysis. The object that we want to focus on here is the
central Bregman distance introduced in [10] which features in many algorithmic approaches in that field (see in
particular again the references in the introduction as well as the references in [4]).

These Bregman distances are defined relative to a convex function in terms of its gradient:

Definition 6.17 ([10]). Let f be Gâteaux differentiable. The function Df : domf ˆ intdomf Ñ r0,`8q is
defined as follows:

Df px, yq :“ fpxq ´ fpyq ´ xx´ y,∇fpyqy.
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As such, a benefit of the above treatment of f and ∇f is that in the context of the system Dωrf,∇f s, this
function can just be given by a closed term.

The same is true for the function W f : dom f ˆ dom f˚ Ñ r0,`8q defined by

W f px, x˚q “ fpxq ´ xx, x˚y ` f˚px˚q

which often provides a medium through which Df is studied (see e.g. [54, 53]). Also this function can be
represented by a closed term in the system Dωrf,∇f, f˚,∇f˚s. Similarly, the above system is strong enough
to prove many of the common properties of Df outright and we just mention two of these here:

Lemma 6.18. The system Dωrf,∇f, f˚,∇f˚s proves the three and four point identities (see e.g. [4]):

(1)

#

@xX , yX , zX
`

Df px, yq `Df py, zq ´Df px, zq

“R xx´X y,∇fpzq ´X˚ ∇fpyqyX˚
˘

.

(2)

#

@xX , yX , zZ , wX
`

Df py, xq ´Df py, zq ´Df pw, xq `Df pw, zq

“R xy ´X w,∇fpzq ´X˚ ∇fpxqyX˚
˘

.

Not only does the system Dωrf,∇f, f˚,∇f˚s provide a framework for adequately expressing the central ob-
jects and theorems in the theory of these Bregman distances but, as common in proof mining, the metatheorems
for this system established in the upcoming section can be used to provide a finitary quantitative account on
some of the central assumptions used in the context of applications of these Bregman distances like that of
consistency of the Bregman distance, i.e.

@xX , yX px “X y Ø Df px, yq “R 0q ,

as well as total convexity and sequential consistency (see e.g. [18]), among many others, where the metatheorems
suggest appropriate moduli that witness the quantitative content of these statements. These moduli are then
crucially used in applications as is also the case in the forthcoming works [57, 60].

7. A bound extraction theorem

We now establish the bound extraction theorems for the system Dω and the extensions discussed previously.
Our proof follows the approach of [25, 36, 37] and in that way is rather standard. Consequently, we will omit
some proofs (only giving those details that concern new material) and sometimes be brief about the presentation,
occasionally only sketching the general outline of the arguments.

The basis for the upcoming metatheorems, as well as for most of the previously established ones in the
literature, is the utilization of Gödel’s functional interpretation [26] in combination with a negative translation
[48]. We recall the definitions of those interpretations here.

Definition 7.1 ([26, 72]). The Dialectica interpretation AD “ Dx@yADpx, yq of a formula A in the language of
AωrX, ‖¨‖s (and its extensions) is defined via the following recursion on the structure of the formula:

(1) AD :“ AD :“ A for A being a prime formula.

If AD “ Dx@yADpx, yq and BD “ Du@vBDpu, vq, we set

(2) pA^BqD :“ Dx, u@y, vpA^BqD
where pA^BqDpx, u, y, vq :“ ADpx, yq ^BDpu, vq,

(3) pA_BqD :“ Dz0, x, u@y, vpA_BqD
where pA_BqDpz

0, x, u, y, vq :“ pz “ 0 Ñ ADpx, yqq ^ pz ‰ 0 Ñ BDpu, vqq,

(4) pAÑ BqD :“ DU, Y @x, vpAÑ BqD
where pAÑ BqDpU, Y , x, vq :“ ADpx, Y xvq Ñ BDpUx, vq,

(5) pDzτApzqqD :“ Dz, x@ypDzτApzqqD
where pDzτApzqqDpz, x, yq :“ ADpx, y, zq,

(6) p@zτApzqqD :“ DX@z, yp@zτApzqqD
where p@zτApzqqDpX, z, yq :“ ADpXz, y, zq.

Definition 7.2 ([48]). The negative translation of A is defined by A1 :“   A˚ where A˚ is defined by the
following recursion on the structure of A:

(1) A˚ :“ A for prime A,
(2) pA ˝Bq˚ :“ A˚ ˝B˚ for ˝ P t^,_,Ñu,
(3) pDxτAq˚ :“ DxτA˚,
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(4) p@xτAq˚ :“ @xτ  A˚.

The following is then a soundness result for the combination of both interpretations which forms the basis
for the upcoming metatheorems. In that context, we write AωrX, ‖¨‖s´ for the respective system without the
axiom schemes QF-AC and DC.

Lemma 7.3 (essentially [36]). Let P be a set of universal sentences and let Apaq be an arbitrary formula in
the language of AωrX, ‖¨‖s, the latter with only the variables a free. Then the rule

#

AωrX, ‖¨‖s ` P $ Apaq ñ

AωrX, ‖¨‖s´ ` pBRq ` P $ @a, ypA1qDpta, y, aq

holds where t is a tuple of closed terms of AωrX, ‖¨‖s´ ` pBRq which can be extracted from the respective proof
and pBRq is the schema of simultaneous bar-recursion of Spector [70], here extended to all types from TX (see
e.g. [37]).

This result extends to any suitable extension of the language of AωrX, ‖¨‖s (e.g. by any kind of new types and
constants) together with any number of additional universal axioms in that language.

Besides Gödel’s functional interpretation, the other central notion used in the bound extraction results is
that of majorizability. Majorizability was first introduced by Howard [29] and subsequently extended by Bezem
[7] to the notion of strong majorizability which Bezem used to provide a model of bar-recursion featuring
discontinuous functionals. This model also forms the basis for the bound extraction theorems in proof mining
as developed in [25, 36]. In that context, we however rely on a further extension of Bezem’s strong majorizability
to the new abstract types devised in [25, 36]. In this work, based on the use of a second abstract type X˚ (and
potentially a third with X˚˚), we have to further extend these notions to this second (and third) type (similar
to the discussion in [37], Section 17.6). We here only focus on the case of a single additional type X˚ and do
not explicitly discuss the extension with X˚˚ which can be treated analogously. In our context, the majorants

for objects of types from TX,X
˚

will still be objects with a type from T according to the following extended
projection:

Definition 7.4 (essentially [25]). Define pτ P T , given τ P TX,X
˚

, by recursion on the structure via

p0 :“ 0, pX :“ 0, xX˚ :“ 0, yτpξq :“ pτppξq.

The majorizability relation for the types TX,X
˚

is then defined recursively along with the structure Mω,X,X˚

of all majorizable functionals over a given normed space X with dual X˚:

Definition 7.5 (essentially [25, 36]). Let pX, ‖¨‖q be a non-empty normed space with dual X˚. The structure

Mω,X,X˚ and the majorizability relation Áρ are defined by
$

’

’

’

’

’

’

’

’

’

’

’

’

&

’

’

’

’

’

’

’

’

’

’

’

’

%

M0 :“ N, n Á0 m :“ n ě m^ n,m P N,
MX :“ X,n ÁX x :“ n ě ‖x‖^ n PM0, x PMX ,

MX˚ :“ X˚, n ÁX˚ x
˚ :“ n ě ‖x˚‖^ n PM0, x

˚ PMX˚ ,

f Áτpξq x :“ f PM
M

pξ

pτ ^ x PM
Mξ
τ

^@g PM
pξ, y PMξpg Áξ y Ñ fg Áτ xyq

^@g, y PM
pξpg Ápξ y Ñ fg Á

pτ fyq,

Mτpξq :“
!

x PM
Mξ
τ | Df PM

M
pξ

pτ : f Áτpξq x
)

.

Correspondingly, the full set-theoretic type structure Sω,X,X˚ is defined via S0 :“ N, SX :“ X, SX˚ :“ X˚

and
Sτpξq :“ S

Sξ
τ .

These structures later turn into models of our systems if equipped with corresponding interpretations for the
additional constants.

The general high-level outline of the proof of the bound extraction theorem is now as follows: we use functional
interpretation and negative translation to extract realizers from (essentially) @D-theorems which have types that

belong to TX,X
˚

. Using majorizability, we then construct bounds for these realizers which are moreover valid

in a model based on Mω,X,X˚ . If the types occurring in the axioms and the theorem are ‘low enough’, we can

then in a final step recover to the truth in a model based on the usual full set-theoretic structure Sω,X,X˚ .
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For the concrete implementation of ‘low enough’, we follow [36, 25] and in that way introduce the following
specific classes of types: We call of type ξ of degree n if ξ P T and it has degree ď n in the usual sense (see
e.g. [37]). Further we call ξ small if it is of the form ξ “ ξ0p0q . . . p0q (including 0, X,X˚) for ξ0 P t0, X,X

˚u

and call it admissible if it is of the form ξ “ ξ0pτkq . . . pτ1q (including 0, X,X˚) where each τi is small and
ξ0 P t0, X,X

˚u.
Further, we define certain subclasses of existential/universal formulas satisfying certain type restrictions: A

formula A is called a @-formula if A “ @aξAqf paq with Aqf quantifier-free and all types ξi in ξ “ pξ1, . . . , ξkq

are admissible. A formula A is called an D-formula if A “ DaξAqf paq with similar ξ.

We now define the previously only vaguely discussed class ∆ more precisely. In similarity to [27, 37], we
consider formulas of type ∆ to be formulas of the form

@aδDb ďσ ra@c
γAqf pa, b, cq

where Aqf is quantifier-free, the types in δ, σ and γ are admissible and r are tuples of closed terms of appropriate
type. Here, ď is defined as in the preliminaries by recursion on the type with the respective additional clause
for X˚, i.e.

(1) x ď0 y :“ x ď0 y,
(2) x ďX y :“ ‖x‖X ďR ‖y‖X ,
(3) x˚ ďX˚ y

˚ :“ ‖x˚‖X˚ ďR ‖y˚‖X˚ ,
(4) x ďτpξq y :“ @zξpxz ďτ yzq.

So the main property beyond the form of the sentences is that we now in particular also require that the
occurring types are low enough (note that all formulas of type ∆ considered before satisfy these restrictions).

Given a set ∆ of such formulas, we write r∆ for the set of all Skolem normal forms

DB ďσpδq r@a
δ@cγAqf pa,Ba, cq

for any @aδDb ďσ ra@c
γAqf pa, b, cq in ∆.

In the bound extraction theorems, axioms of type ∆ are treated ‘in spirit’ of the monotone functional
interpretation (as introduced in [34] but conceptually already due to [32]). We say ‘in spirit’ of the monotone
functional interpretation as we actually do not use a monotone variant of the functional interpretation but treat
the functional interpretation part and the subsequent majorization separately. This nevertheless allows one to
treat the axioms of type ∆ similar as in e.g. Corollary 5.14 from [27]. Here however, we want to exert a bit more
care as sentences of type ∆ already occur in the axioms of Dω (and its extensions). Further, the treatment of

the rule pQF-LRq relies crucially on the treatment of sentences of type ∆ as well. Write pDω for Dω without any
of its axioms of type ∆ and without the rule pQF-LRq. Then, given a set ∆ of additional axioms of type ∆, we

treat all axioms of type ∆ present in Dω `∆ together with pQF-LRq by forming a new theory Dω

∆ which arises

from pDω by adding the Skolem functionals B for any axiom of type ∆, say of the form

@aδDb ďσ ra@c
γAqf pa, b, cq,

as new constants to the language and adding its ‘instantiated Skolem normal form’, i.e. the sentence

B ďσpδq r ^ @a
δ@cγAqf pa,Ba, cq

as a new axiom. Further, we do the same with all conclusions of the rule pQF-LRq: for any provable premise

Dω `∆ $ A0 Ñ
`

@xX , yX , α1, β1 ptpαx`X βyq “R αtx` βtyq ^ @x
X p|tx| ďR M ‖x‖Xq

˘

with terms t and M , we add a new constant x˚t of type X˚ to the language of Dω

∆ together with the corresponding
axiom

‖x˚t ‖X˚ ďR M ^
`

A0 Ñ @xX ptx “R xx, x
˚
t yX˚q

˘

.

This new theory Dω

∆ extends AωrX, ‖¨‖s only by new types, constants and universal axioms and, consequently,

Lemma 7.3 also applies to this theory Dω

∆ where the conclusion is proved in Dω´

∆ `pBRq where Dω´

∆ arises from

Dω

∆ by removing the principles QF-AC and DC.
Similar constructions can also be made for the respective extensions of Dω.

We now move to the central majorizability result (Lemma 7.7), guaranteeing the majorizability of all closed

terms in Dω

∆ (and its extensions). In that way, the result extends the central Lemma 9.11 in [25]. Before this,
we just note that majorization behaves as expected for functionals with multiple arguments (represented by
their ‘curryied’ variants):
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Lemma 7.6 ([25, 36], see also Kohlenbach [37], Lemma 17.80). Let ξ “ τpξkq . . . pξ1q. For x˚ : M
xξ1
Ñ pM

xξ2
Ñ

¨ ¨ ¨ ÑM
pτ q . . . q and x : Mξ1 Ñ pMξ2 Ñ ¨ ¨ ¨ ÑMτ q . . . q, we have x˚ Áξ x iff

(a) @y˚1 , y1, . . . , y
˚
k , yk

´

Źk
i“1py

˚
i Áξi yiq Ñ x˚y˚1 . . . y

˚
k Áτ xy1 . . . yk

¯

and

(b) @y˚1 , y1, . . . , y
˚
k , yk

´

Źk
i“1py

˚
i Á pξi

yiq Ñ x˚y˚1 . . . y
˚
k Ápτ x

˚y1 . . . yk

¯

.

Lemma 7.7. Let ∆ be a set of additional axioms of type ∆. Let pX, ‖¨‖q be a (nontrivial) Banach space with

its dual X˚. Then Mω,X,X˚ is a model of Dω´

∆ ` pBRq, provided Sω,X,X˚ |ù ∆ (with Mω,X,X˚ and Sω,X,X˚

defined via suitable interpretations of the additional constants). Moreover, for any closed term t of Dω´

∆ `pBRq,
one can construct a closed term t˚ of Aω ` pBRq such that

Mω,X,X˚ |ù pt˚ Á tq .

Further, the same claim holds for the following extensions of Dω:

(1) The theory DωrX˚˚, ‖¨‖X˚˚s over the language with the additional abstract type X˚˚ or its extension
with the reflexivity axiom where the model and the majorizability relation have to be extended to also
incorporate this type (and the space has to be reflexive in the latter case). In any case, one then has
to employ a similar construction as with pQF-LRq to also eliminate the rule pQF-LR˚˚q and any other
potential axioms of type ∆ for these new systems.

(2) Assume a convex and Fréchet differentiable function f : X Ñ R where ∇f is uniformly continuous on
bounded subsets with modulus ω∇f . Then the result holds for Dωrf,∇f s where, in that case, we will
have the modified conclusion that there exists a term t˚ such that

Mω,X,X˚ |ù @ω0p0qp0q, n0
`

ω Á ω∇f ^ n ěR |fp0q|, ‖∇fp0q‖X˚ Ñ t˚pω, nq Á t
˘

holds. If f is additionally supercoercive with a modulus αf and f˚ is Fréchet differentiable with a

gradient ∇f˚ that is uniformly continuous on bounded subsets with a modulus ω∇f˚ , the same claim

also holds for Dωrf,∇f, f˚,∇f˚s if we further require that ω Á ω∇f˚ and n ěR |f
˚p0q|, ‖∇f˚p0q‖X

together with a parameter ω1
0p0q

such that ω1 Á αf . In any case, one then has to employ a similar
construction as before to also eliminate the rule pQF-LRq and any other potential axioms of type ∆ for
these new systems.

Proof. The structure of the proof is very much standard and follows that of the proof of Lemma 17.85 in [37].
In particular, many parts of that proof carry over and we in that vein only discuss the interpretations and verify
the majorizability of the new constants contained in Dω and its extensions together with their validity in the
resulting models. In particular, we at first do not explicitly deal with the additional constants induced by the
axioms of type ∆ in Dω `∆ (and its extensions) through forming the theory Dω

∆ and only discuss these at the
end of the proof.

We now first focus on Dω and assume that there are no further axioms of type ∆ beyond those in Dω. For
that, we initially provide the corresponding interpretations of the constants of Dω. For the constants already
contained in AωrX, ‖¨‖s, we may choose suitable interpretations as in [37] (which are anyhow analogous to the
interpretation for the constants related to X˚ chosen below). For the new constants added to AωrX, ‖¨‖s to

form Dω, we consider the following interpretations (writing M for Mω,X,X˚):

(1) r`X˚sM :“ addition in X˚,
(2) r´X˚sM :“ inverse of ` in X˚,
(3) r¨X˚sM :“ λα P NN, x˚ P X˚.prα ¨ x

˚q where ¨ is the scalar multiplication in X˚,
(4) r0X˚sM :“ the zero vector in X˚,
(5) r1X˚sM :“ some canonically chosen unit vector a˚ P X˚,
(6) rx¨, ¨yX˚sM :“ λx P X,x˚ P X˚.pxx, x˚yq˝ where xx, x˚y is the value of x under x˚,
(7) r‖¨‖X˚sM :“ λx˚ P X˚.p‖x˚‖q˝ where ‖x˚‖ denotes the norm of x˚ in X˚.

Note that the element a˚ in item (5) exists since X and thus X˚ is non-trivial.

This is only well-defined in Mω,X,X˚ if we can construct majorants of these objects. This we can do as
follows:

(1) λx0, y0.px` yq Á `X˚ ,
(2) λx0.x Á ´X˚ ,
(3) λα1, x0. ppαp0q ` 1qxq Á ¨X˚ ,
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(4) 00 Á 0X˚ ,
(5) 10 Á 1X˚ ,
(6) λx0, y0, n0.jppx ¨ yq2n`2, 2n`1 ´ 1q Á x¨, ¨yX˚ ,
(7) λx0, n0.jpx2n`2, 2n`1 ´ 1q Á ‖¨‖X˚ .

The justifications that those terms listed in item (1) - (5) and (7) really are majorants are completely analogous
to the usual normed case of X alone (see e.g. the proof of Lemma 17.85 in [37]) and we thus omit the details
for them (note that item (7), similar to item (6) discussed below, relies on Lemma 2.1). We thus only discuss
item (6) explicitly: to show that λx0, y0, n0.jppx ¨ yq2n`2, 2n`1 ´ 1q Á x¨, ¨yX˚ , note first that

λn0.jppx ¨ yq2n`2, 2n`1 ´ 1q “ px ¨ yq˝

for the natural numbers x, y. Now, we need to show that if n Á x˚ and m Á x (i.e. n ě ‖x˚‖ and m ě ‖x‖),
then pn ¨mq˝ Á pxx, x

˚yq˝ and if n1 ě n, m1 ě m, then pn1 ¨m1q˝ Á pn ¨mq˝. For the former, note that by axiom
p˚q1, we have |xx, x˚y| ď ‖x˚‖ ‖x‖ ď n ¨m and thus Lemma 2.1 implies pn ¨mq˝ Á pxx, x

˚yq˝. The latter follows
immediately from Lemma 2.1 as well.

The above arguments can be similarly used for treating X˚˚ and we thus do not spell this out in any more
detail here.

Lastly, we consider the extensions Dωrf,∇f s and Dωrf,∇f, f˚,∇f˚s where we focus only on the latter. For

this, we fix the interpretation of the constants ∇f and ∇f˚ as well as αf , ω∇f and ω∇f˚ just by their respective
counterparts fixed in the formulation of item (2). Further, we set

(1) rf sM :“ λx P X.pfpxqq˝,
(2) rf˚sM :“ λx˚ P X˚.pf˚px˚qq˝.

Given ω P NNˆN, ω1 P NN and n P N with ω Á ω∇f , ω∇f˚ , ω1 Á αf as well as n ě |fp0q|, |f˚p0q|, ‖∇fp0q‖,
‖∇f˚p0q‖, majorizability of the other constants follows rather immediately according to the following construc-
tions:

(1) λx0,m0.jppx2Cpxq ` n` 1q2m`2, 2m`1 ´ 1q Á f ,
(2) λx0,m0.jppx2Cpxq ` n` 1q2m`2, 2m`1 ´ 1q Á f˚,
(3) λx0.pCpxqq Á ∇f ,
(4) λx0.pCpxqq Á ∇f˚,

where Cpxq “ x2ωp0,xq ` n ` 1. Justifications that those terms really are majorants can again be given in a
completely analogous way as before (utilizing Lemma 2.1 as before but also Lemma 6.5 and its variant for f˚

and ∇f˚ as in Remark 6.15) and we thus omit the details.

That Mω,X,X˚ with these chosen interpretations is a model of Dω´ ` pBRq (and its extensions) can be
shown similarly as in analogous results (see e.g. [37]). The intended interpretations of the constants of Dω

and its extensions in Sω,X,X˚ , turning Sω,X,X˚ into a model of these systems, are defined in analogy to the

corresponding model Mω,X,X˚ defined above.

For treating the other additional axioms in Dω `∆ (or its extensions) of type ∆ beyond the axioms already
contained in Dω (or its extensions), we rely on the following argument (akin to [27], Lemma 5.11) showing that

Sω,X,X˚ |ù ∆ implies Mω,X,X˚ |ù r∆. For this, the proof given in [27] for Lemma 5.11 carries over which we

sketch here: While Mω,X,X˚ in general is not a model of the axiom of choice [33], one can show (similar to

[33]) that Mω,X,X˚ |ù b-ACX,X˚ where

b-ACX,X˚ “
ď

δ,ρPTX,X˚

b-ACδ,ρ

with

(b-ACδ,ρ) @Zρpδq
`

@xδDy ďρ ZxApx, y, Zq Ñ DY ďρpδq Z@x
δApx, Y x, Zq

˘

.

Further, we now can see the significance of the notions of small and admissible types in axioms of type ∆: for
small types ρ, we have Mρ “ Sρ while for admissible types ρ, we have Mρ Ď Sρ (for which it is important that
admissible types take arguments of small types). For this, the proof given in [25] carries over. Further, we need
that it is provable in Dω´ that

(:) @x1, x, y
`

x1 Áρ x^ x ěρ y Ñ x1 Áρ y
˘

holds for all types ρ which can be shown similar as e.g. in [37].
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Suppose now that

Sω,X,X
˚

|ù @aδDb ďσ ra@c
γAqf pa, b, cq.

Then also Mω,X,X˚ is a model of this sentence: First the types of the variables which are universally quantified

are admissible, so over Mω,X,X˚ the domain of the universal quantifiers is reduced. For the witnesses for b,

which exist in Sω,X,X˚ , note first that these could potentially live in Mω,X,X˚ as the types of the variables
in b are admissible, i.e. they take arguments of small types and map into small types. It thus only remains to
be seen whether such a witness is majorizable for majorizable inputs a. However, by the above argument, the

terms in r are all majorizable and if a comes from Mω,X,X˚ , then ra is majorizable. That we have b ďσ ra

now implies that b is majorizable by p`q (and consequently the corresponding interpretations exist in Mω,X,X˚

too). Lastly, it is rather immediate to see that Mω,X,X˚ |ù ∆ implies Mω,X,X˚ |ù r∆ using b-ACX,X˚ .

From Mω,X,X˚ |ù r∆, we immediately get that the above majorizability result extends to those variants of the
systems where the corresponding Skolem functionals of these axioms are added and where the axioms themselves

are replaced by their instantiated Skolem normal forms (i.e. Dω´

∆ and its extensions) and we also immediately
get that the corresponding structures defined by canonical interpretations of those additional constants are
indeed models of the corresponding systems.

Note that, technically, these arguments were already needed in the above considerations to see that Mω,X,X˚

really is a model of Dω´ (and its extensions). However, we did not discuss this there explicitly as for those
specific axioms of type ∆ belonging to Dω´ (and its extensions), the types of the variables occurring in them are
not only small but actually all among t0, 1, X,X˚u so that it was immediately clear that the models coincide
at that level (essentially just by definition) and we thus omitted such a general discussion there. �

Combined with the Dialectica interpretation, the main result we then arrive at is the following bound ex-
traction result for classical proofs:

Theorem 7.8. Let τ be admissible, δ be of degree 1 and s be a closed term of Dω of type σpδq for admissible
σ. Let ∆ be a set of formulas of the form @aδDb ďσ ra@c

γAqf pa, b, cq where Aqf is quantifier-free, the types in
δ, σ and γ are admissible and r is a tuple of closed terms of appropriate type. Let B@px, y, z, uq/CDpx, y, z, vq
be @-/D-formulas of Dω with only x, y, z, u/x, y, z, v free. If

Dω `∆ $ @xδ@y ďσ spxq@z
τ
`

@u0B@px, y, z, uq Ñ Dv0CDpx, y, z, vq
˘

,

then one can extract a partial functional Φ : Sδ ˆ S
pτ á N which is total and (bar-recursively) computable on

Mδ ˆMpτ and such that for all x P Sδ, z P Sτ , z˚ P S
pτ , if z˚ Á z, then

Sω,X,X
˚

|ù @y ďσ spxq p@u ď0 Φpx, z˚qB@px, y, z, uq Ñ Dv ď0 Φpx, z˚qCDpx, y, z, vqq

holds whenever Sω,X,X˚ |ù ∆ for Sω,X,X˚ defined via any (nontrivial) Banach space pX, ‖¨‖q with its dual X˚

(and with suitable interpretations of the additional constants). Further:

(1) If pτ is of degree 1, then Φ is a total computable functional.
(2) We may have tuples instead of single variables x, y, z, u, v and a finite conjunction instead of a single

premise @u0B@px, y, z, uq.
(3) If the claim is proved without DC, then τ may be arbitrary and Φ will be a total functional on Sδ ˆ

S
pτ which is primitive recursive in the sense of Gödel [26] and Hilbert [28]. In that case, also plain

majorization can be used instead of strong majorization (see e.g. [37]).
(4) The claim of the theorem as well as the items (1) – (3) from above hold similarly for

(a) DωrX˚˚, ‖¨‖X˚˚s or its extension with the reflexivity axiom where the model and the majorizability
relation, etc., have to be suitably extended,

(b) Dωrf,∇f s and Dωrf,∇f, f˚,∇f˚s, assuming a convex and Fréchet differentiable function f : X Ñ

R where ∇f is uniformly continuous on bounded subsets for the former or where f is additionally
supercoercive and ∇f˚ is uniformly continuous on bounded subsets for the latter. Then the result
holds for the additional constants suitably interpreted and the resulting bound will depend addi-
tionally on some ω P NNˆN and some n P N such that ω Á ω∇f and n ěR |fp0q|, ‖∇fp0q‖X˚ for

the former and where additionally ω Á ω∇f˚ and n ěR |f
˚p0q|, ‖∇f˚p0q‖X together with a new

parameter ω1 P NN such that ω1 Á αf for the latter.

Proof. We only treat the case of Dω `∆. First, assume that

Dω `∆ $ @zτ
`

@u0B@pz, uq Ñ Dv0CDpz, vq
˘

.
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Clearly, the same statement is then also provable in Dω

∆. By assumption, B@pz, uq “ @aBqf pz, u, aq and
CDpz, vq “ DbCqf pz, v, bq for quantifier-free Bqf and Cqf . Thus, by prenexiation, we get

Dω

∆ $ @z
τDu, v, a, bpBqf pz, u, aq Ñ Cqf pz, v, bqq.

Using Lemma 7.3 (which is applicable as Dω

∆ is an extension of AωrX, ‖¨‖s only by new constants and purely

universal axioms) and disregarding the realizers for a, b, we get closed terms tu, tv of Dω´

∆ ` pBRq such that

Dω´

∆ ` pBRq $ @zτ pB@pz, tupzqq Ñ CDpz, tvpzqqq.

By Lemma 7.7 there are closed terms t˚u, t
˚
v of Aω ` pBRq such that

Mω,X,X˚ |ù t˚u Á tu ^ t
˚
v Á tv ^ @z

τ pB@pz, tupzqq Ñ CDpz, tvpzqqq

for all nontrivial normed spaces pX, ‖¨‖q with their duals X˚ and where the constants are interpreted as in
Lemma 7.7. Define

Φpz˚q :“ maxtt˚upz
˚q, t˚v pz

˚qu.

Then

Mω,X,X˚ |ù @u ď0 Φpz˚qB@pz, uq Ñ Dv ď0 Φpz˚qCDpz, vq

holds for all z P Mτ and z˚ P M
pτ with z˚ Á z. The conclusion that Sω,X,X˚ satisfies the same sentence can

be achieved as in the proof of Theorem 17.52 in [37] which we sketch here: Note that in the conclusion, we
restrict ourselves to those z which have majorants z˚. As the type of z is admissible, it takes arguments of

small type for which Mω,X,X˚ and Sω,X,X˚ coincide (recall the proof of Lemma 7.7). Therefore, any such z, z˚

from Sω,X,X˚ also live in Mω,X,X˚ so that Φpz˚q is well-defined for z, z˚ belonging to Sω,X,X˚ with z˚ Á z.

In B@, all types are admissible to that truth in Sω,X,X˚ implies truth in Mω,X,X˚ and similarly for CD where

thus truth in Mω,X,X˚ implies truth in Sω,X,X˚ . Lastly, as in Lemma 17.84 in [37], we can show that as Φ is

of type 0ppτq, the interpretations of Φ in Sω,X,X˚ and Mω,X,X˚ coincide on majorizable elements. All in all we
have that

Sω,X,X
˚

|ù @u ď0 Φpz˚qB@pz, uq Ñ Dv ď0 Φpz˚qCDpz, vq

holds for all z P Sτ and z˚ P S
pτ with z˚ Á z.

The additional @xδ@y ďσ spxq can be treated as e.g. discussed in [58] and we thus omit any details. Similarly,
item (1) can be shown as in the proof of Theorem 17.52 from [37] (see page 428 therein). Further, (2) is immediate

and (3) follows from the fact that without DC, bar recursion becomes superfluous and the model Mω,X,X˚ can
be avoided. �
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