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ABSTRACT. For general hyperbolic metric spaces, we introduce a new notion of a dual system
(extending the influential notion from the context of normed linear spaces) that allows for a
uniform study of different notions of duality for these nonlinear spaces. Using this abstract
notion of duality, we lift various notions from convex analysis into this nonlinear setting, in-
cluding Fréchet differentiability and Bregman distances. Further, we introduce a notion of a
monotone operator relative to a given dual system and, using the new Fréchet derivatives, we
study corresponding resolvents relative to a given gradient, generalizing the seminal notion of
Eckstein from the linear setting. These resolvents are then related to corresponding notions
of Bregman nonexpansive mappings which are introduced relative to this generalization of the
classical Bregman distance and we prove a convergence result of an analogue of the proximal
point algorithm. For that, using methods from proof mining, we even provide quantitative
results on its convergence in very general settings.
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1. INTRODUCTION

In the context of CAT(0)-spaces, one of the most influential classes of nonlinear spaces, a few
approaches for providing a sensible definition for a dual space of such a nonlinear space have
been investigated in the recent years (see e.g. [18, 22, 24] among others). Besides of the general
intellectual interest of extending the duality theory of linear spaces, one of the cornerstones
of functional analysis, to this nonlinear context, one could hope that such a notion would in
general also provide the theoretical basis for lifting some of the many influential applied notions
from e.g. convex analysis and optimization to such a nonlinear setting and open up new areas
and methods for applications. As such, in [18, 24] for example, monotone operators in the sense
of Browder [10, 11] have been extended from a linear to this nonlinear setting of CAT(0)-spaces
and this, together with a corresponding extended notion of a resolvent as given in [24], gave
rise to new fixed point iterations modeled in analogy of the famous proximal point algorithm
(originally due to Rockafellar [55] and Martinet [42]) in these nonlinear contexts. Further,
these objects provided a new medium by which, for example, the influential notion of proximal
mappings as introduced by Jost [21] can be studied (see the discussion in [24]).

However, many of the influential concepts from convex analysis still lack a proper analogue
in the context of these duality notions. The prime example is that of the Fréchet derivative
of a convex function, as one would thus hope that a suitable lift of this notion would then in
particular also allow for the generalization of many of the influential notions associated with
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it, such as e.g. Bregman distances, to be portable to this nonlinear setting.

In this paper, we at first introduce the notion of a dual system for hyperbolic spaces. These
dual systems are inspired by the classical notion of dual systems from topological vector spaces
(see e.g. [56] for a standard reference) and allow for a uniform and abstract study of duality in
this nonlinear context. In particular, these dual systems also provide a uniform way to study the
different notions of dual spaces proposed for CAT(0)-spaces mentioned before. In the context of
such a dual system, we then introduce a notion of (uniform) Fréchet differentiability that allows
for a wide range of the associated theory from convex analysis over linear spaces (we refer to
standard references [54, 61]) to be carried out in these nonlinear spaces. As a prime example,
we use this notion of a Fréchet derivative to extend the influential Bregman distance [9] to this
hyperbolic context. This seems to be the first notion of a Bregman distance in this nonlinear
context and we use it to further generalize corresponding notions from fixed point theory like
various notions of Bregman nonexpansive maps (see e.g. [35, 36, 39, 40, 41, 48, 49, 50, 51]).
Further, we introduce a notion of monotone operator relative to a dual system, generalizing the
notion from CAT(0)-spaces introduced in [24]. In the context of these operators, we use our
new notion of Fréchet derivatives to define resolvents relative to a convex function f and its
gradient, extending the influential definition from the normed case as introduced by Eckstein
[17] and generalizing the previous resolvents for monotone operators on CAT(0)-spaces from
[24]. We then use these relativized resolvents to study a proximal point type method for which
we prove a “strong” (i.e. in the sense of the metric) convergence theorem in proper hyperbolic
spaces and, under a regularity assumption, even such a convergence theorem in the absence
of any compactness assumptions. Further, these convergence results are actually derived from
more general quantitative results that we establish first which even provide (quasi-)rates for
these convergences. The convergence proof for this method uses that the iteration thus defined
is in particular Fejér monotone w.r.t. these new Bregman distances. As such, these iterations
therefore fit into the recent abstract framework developed for the convergence of generalized
Fejér monotone sequences [45] which in particular allows for the treatment of sequences with
Fejér-type properties formulated using distance functions which are not metrics and which do
not operate in the context of a normed setting (thereby generalizing many of the abstract works
on convergence of Fejér methods, see e.g. [4, 33, 34]). Throughout, we show how these abstract
notions, all formulated relative to a given dual system, instantiate in the context of the most
influential dual space notion in CAT(0)-spaces introduced in [22].

For all of these results, we want to note that the paper stems from recent insights [46] into
the logical properties of all these notions from convex analysis in the context of normed spaces
together with recent applications [47], as facilitated by the so-called proof mining program, a
program in mathematical logic going back to Georg Kreisel’s unwinding of proofs [37, 38] and
brought to maturity by U. Kohlenbach and his collaborators, that aims to classify and extract
the computational content of prima facie ‘non-computational” proofs (see [29] for a comprehen-
sive monograph on the subject and [31, 32] for surveys). While this logical background was
instrumental for deriving the notions and results given here, the paper itself does not require
any knowledge of logic or proof mining and we only comment on logical aspects in small re-
marks. We however want to emphasize that, in that way, the present paper, further illustrates
the usefulness of analyses of notions and proofs provided by the proof mining program for de-
riving wholly new notions and results.
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Lastly, we want to mention that beyond the notions introduced and discussed in this paper,
many prevalent and important topics from convex analysis still are left to be investigated in
the context of these nonlinear spaces, the newly introduced dual systems and the notion of
Fréchet differentiability discussed here. Among them are in particular the notion of a Fenchel
conjugate (which could be introduced for general dual systems by following the approach given
n [22] for CAT(0)-spaces), the concept of Legendre functions and the relationship between
notions like sequential consistency and uniform as well as total convexity in this context (see
e.g. 2, 3, 15, 53] for some canonical references for these topics in the context of linear spaces).
Also, we only discuss “strongly convergent” iterations, i.e. iterations that converge in the sense
of the metric, in this paper but it seems conceivable that some of the results can be generalized
to broader contexts if one would introduce a suitable notion of weak convergence relative to dual
systems (possibly akin to how a notion of weak convergence in CAT(0)-spaces is introduced in
22)).

2. PRELIMINARIES

In this section, we introduce the main spaces from nonlinear analysis relevant for this paper.
In that context, we mostly follow the presentation from [27].

Definition 2.1 ([27]). A triple (X, dx, Wx) is called a hyperbolic space if (X, dx) is a metric
space and Wy : X x X x [0,1] — X is a function satisfying
(i) Vz,y,z€ XVA € [0,1] (dx(z, Wx(z,y,\)) < (1 = N)dx(z,x) + Mdx(z,v)).
(ii) Ya,y € XV, A2 € [0, 1] (dx (Wx (2,9, A1), Wx(z,y, A2)) = | A1 — Xa| - dx(z,y)).
(ili) Yo,y e XVA e [0,1] Wx(z,y, \) = Wx(y,z,1 — X)).
(iv) Vo,y, z,w e XVA € [0,1] (dx (Wx(x, 2, \), Wx(y,w,\)) < (1 = Ndx(z,y) + Mdx(z,w)).

We refer to [27] for a discussion on the relationship of this notion to other influential defini-
tions of hyperbolic spaces in nonlinear analysis like e.g. Takahashi’s convex metric spaces [58],
spaces of hyperbolic type in the sense of Goebel and Kirk [20] or the hyberbolic spaces of Reich
and Shafrir [52] or Kirk [25].

Before moving on, we fix some notation regarding balls and bounded sets: given a point
o€ X and b > 0, we define
By(0) := {r e X | dx(o,2) < b}
and we say that a set A Z X is o-bounded if there exists a b > 0 such that A < B, (o).

Definition 2.2. Let (X, dx) be a metric space. A geodesic in X is a map v : [0, ] — X such
that

dx(v(t),v(s)) = |t — s| for all t,s € [0, I].
Image sets ([0, I]) of geodesics 7 are called geodesic segments and we say that the points
z = v(0) and y = (I) are joined by the geodesic segment (which entails I = dx(x,y)). The
space (X, dy) is a geodesic space if every two points in X are joined by a geodesic segment.

Naturally, any hyperbolic space is a geodesic space with
{WX(:Ea Y, )‘) ’ A€ [07 1]}

being a geodesic segment joining x and y which arises from [0, dx(x,y)] as the image of the
geodesic defined by

(@) = Wy (m,y, dL) .

X<w7y)
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Definition 2.3. A CAT(0)-space is a geodesic space that satisfies the so-called CN-inequality
of Bruhat and Tits [13], i.e.

on . )Ty Y € X dx(yo, 1) = sdx(y1,y2) = dx (Yo, y2) implies
: d2 < ldQ ldQ o 1d2
(@, 00) < 3d%(z, 1) + 5d5 (2, y2) — 4% (Y1, 92) ).

Every CAT(0)-space is a uniquely geodesic space, i.e. every two points are joined by a unique
geodesic segment. Clearly any hyperbolic space, being a geodesic space, that satisfies the CN-
inequality is a CAT(0)-space. Conversely, as every CAT(0)-space is a uniquely geodesic space,
any CAT(0)-space is also a hyperbolic space by setting Wx (z,y, \) = v(Adx (z,y)) with v being
the unique geodesic with v(0) = z and v(dx(z,y)) = y (see [26]). Hence being a CAT(0)-space
is the same as being a hyperbolic space satisfying the CN-inequality and we shall rely on the
latter characterization as the underlying definition of CAT(0)-spaces in this paper.

Another characterization of CAT(0)-spaces arises through the use of the so-called quasi-
linearization function introduced by Berg and Nikolaev [8]. This function, emulating an inner
product in CAT(0)-spaces (at least in certain ways), is defined on pairs from X, denoted by
ab, ed € X2, via the following formula:

(ab, ol — % (& (a,d) + B (b,¢) — & (a,¢) — (b, d)).

As discussed in [8], this function is the unique function X? x X? — R in any metric space
satisfying the following four properties for all x,y, u,v € X:
() @y, 7Y) = di (z,y),

(1) (zg,ud) = {ud, z7),

(IID <y—fa m> = _<@a m>7

(V) <z, ut) + (xF, vw) = (TP, ).

As further shown in [8], a geodesic metric space (i.e. in particular a hyperbolic space) is a
CAT(0)-space if, and only if, the quasi-linearization function satisfies the following analog of
the Cauchy-Schwarz inequality:

(ab, cd) < dx(a,b)dx(c,d) for all a,b,c,d € X.

At last, just a word on a general type of notation that we will use: In the later parts of
the paper, we will often have to convert between errors represented by general real numbers
e > 0 and errors of the form 1/(k + 1) for £ € N. In that context, for a given function
¢ :(0,00) — (0,00), we write

This function then has the property that

1 - 1
2 +1 FP\k+1)
3. DUAL SYSTEMS OF METRIC SPACES

In this section, we now define the first main new notion of this paper, the so-called dual sys-
tems for metric spaces, which provide an abstract account of duality in this nonlinear context.
In particular, we will later discuss concrete examples of dual spaces of hyperbolic spaces and
show how they instantiate this abstract notion. The idea of the dual systems for metric space,
which is a pair of spaces together with a function representing a sort of application of elements
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from one space to elements of the other, is conceptually similar to the notion of dual systems
known from topological vector spaces (see e.g. [56] for a standard reference).

Throughout, given a metric space (X, dx ), we fix an arbitrary point o € X acting as a center.
Definition 3.1. Let (X, dx) and (Y, dy) be two metric spaces. We call D = (X, Y, (-, -)) with
() XPxY SR

a dual system if the following conditions are satisfied:
(1) xG,z*) + Yz, x*) = (TZ,2*) for all z,y,z € X and z* e Y.
(2) (zY,x*) = —(yz,x*) for all x,y € X and z* €Y.
(3) [<zg, 2*) = (T, y™)| < dx (v, y)dy («*,y*) for all z,y € X and 2%, y* Y.
(4) There exists an element O € Y such that (z7, O) = 0 for all z,y € X.
Here, we wrote 77 for (z,y) € X? (similar as in the preliminaries).

The space (Y, dy) serves as an abstract dual for the space (X, dx), which we sometimes call
a dual companion of X. Further, we call {-,-) an action or a pairing.

In the context of these dual systems we use the following notation (in similarity to [22]): For
a dual system D = (X,Y, (-, -)), we write span Y for the set of all formal sums )" | a;z} where
a;e Raswell as zf €Y for i = 1,...,n. Then, for these formal sums, we define

n

@ oty = 3 T, )
=1 7

i—1
for 7§ € X?. With that notation, condition (3) of Definition 3.1 can be equivalently rewritten
as

KZY, 2* — y*)| < dx(x,y)dy(xz*,y*) for all z,y € X and z*,y* €Y.
Further, for x*, y* € spanY’, we write * =p y* if

(@ a*y = @y for all 2,y € X.

A feature commonly required in dual systems (X, Y, {:,-)) of normed vector spaces X,Y is
that of non-degeneracy (see e.g. [56]), i.e. that

(x,2*)y =0 for all z* € Y implies x = 0,
(x,z*) =0 for all x € X implies z* = 0.

An appropriately translated variant of the second property will turn out to be key for some
later investigations. Concretely, we in analogy want to introduce the following notion of non-
degenerateness for dual systems of metric spaces:

Definition 3.2. Let D = (X,Y,{:,-)) be a dual system. We call D non-degenerate if
Vo,y e X (T, 2" —y*) = 0) implies dy (z*,y*) =0

for all z*, y* € Y. We call D uniformly non-degenerate if for all € > 0, there exists a § > 0 such
that for all x*, y* e Y:

Vo #ye X (Kxy, 2™ — y*)| < ddx(x,y)) implies dy (z*,y*) < e.

We call a function A(e) bounding (viz. witnessing) such a 0 in terms of € a modulus of uniform
non-degenerateness for D.
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Remark 3.3. Note that in a dual system D = (X,Y,{:,-)), for z* y* € Y with z* = y*, it
follows by condition (3) that

’<$_)y:$* - y*>‘ < dX(‘T7y)dY<$*ay*) =0,

i.e. z* =p y*. Now, non-degenerateness as defined above is just stipulating that the converse
of this implication also holds true, i.e. that x* =p y* implies x* = y*.

As for examples of dual systems, clearly any dual system (X,Y,{:,-)) in the usual sense
of normed linear spaces X and Y can be reformulated as a dual system of metric spaces by
defining

<$_)y,l’*> = <y - I,$*>.

Further, it encompasses the notion of a dual space in CAT(0)-spaces X* from [22] as well as
its linearization X° := span X* considered e.g. in [18]. The following example discusses this
explicitly for X*.

Ezxample 3.4. Consider X* defined for a metric space (X,d, W) as in [22]: Given ¢t € R and
a,be X, define O(t,a,b) € C(X) (the space of continuous functions X — R) by

—

O(t,a,b)(x) := t{ab,at)
where (-, ) is now the quasi-linearization function of Berg and Nikolaev as mentioned before.

As the quasi-linearization function in a CAT(0)-space satisfies the Cauchy-Schwarz inequality,
the function © is a Lipschitz function and if

L(g) = sup |@(z)(;;(y)|

is the Lipschitz semi-norm of a function ¢ : X — R, then L(O(t,a,b)) = [t|d(a,b). On
R x X x X, one defines the pseudometric

D((t,a,b), (s ,d)) = L(O(t, a,) — O(s, ¢, d).
The space X* is now defined as the set of equivalence classes
[tab] := {(s.c,d) | D((t,a.b), (s,¢,d)) = O}.
Writing «* for [t a))], we can define an action of z* on X? by
(@, x*) == KT, ab)
which can easily be shown to be well-defined. We now show that D* = (X, X* {:,-)) (where
(-,-y is the above action) is a dual system. To see that, we have to verify the properties (1) —
(4) of Definition 3.1. Property (4) is immediate by taking e.g. O = [100] for the arbitrarily

designated point 0 € X. Properties (1) and (2) are immediate from the main properties of (-, )
exhibited in [8] (recall also Section 2). So we only discuss property (3). For this, note that for
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¥ y* € X* with say x* = [txix;] and y* = [sy[y;], it holds that
D(x*,y*) = L(O(t, ], 23) — O(s, 41, 3))
— .
|t<x1a TyTy) = 5<y1a y1y2> t<$1b x1x2> + 5<y 1y2>|

= sup
a;éb d((l, b)
o 1T ) + b ) — s(Ga ) + Bt TUD)
a#b d(a7 b)
o 1B T = 5T D)
a#b d(aa b)
o [t — iy
a#b d<a7 b)

Therefore, we in particular have
[(ba, 2*) — (ba, y*)| < D(z*,y*)d(a,b) for all a,be X

and our version of the Cauchy-Schwarz inequality for dual systems in property (3) holds for
X* (which has to be contrasted however to the Cauchy-Schwarz inequality in X in the sense
of CAT(0)-spaces).

Lastly, D* is even uniformly non-degenerate. To see that note that as before
[(ba, *) — (ba, y*)|
D(x*,y*) = sup
( ) a#b d(au b)
and so, given € > 0, there exists a # b such that

ooy KB = ay| e
D - .
So, if we pick A(e) := ¢/2 and assume that for z*, y*, we have

Vo #ye X (T, 2% — y*)| < A(e)d(z,y))

then we clearly get
[Kba, *) — (ba,y*)

< D(x*,y*) — <

A(e)d(a,b) 3
d(a,b) 2

d(a,b)

D(a*,y*) = 5 = D(@*,y") —

DO ™

and so we have D(z*,y*) < ¢

While these notions of dual spaces for nonlinear spaces are defined explicitly in terms on the
underlying structure of X using the quasi-linearization function {-, -), the general notion of dual
systems of course admits more abstractly described duals like e.g. in the following example:

Example 3.5. Define a dual X* by
Vo,y e X (f(x7) = —f (7))
X" =< f:X? >R f satisfies { Va,y e X (f(z7)
3C = 0V, y € X (|f(z7)] < Cdx(z,y)) -

When we set
[ fllxx :==inf{C = 0]|f(z7)] < Cdx(z,y) for all z,y € X}
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for f e X* as well as dxx(f,g) = ||f — gl|xx where f— g is understood to be defined pointwise,
then (after moving to equivalence classes under ||-||«), X* becomes a metric space and X
together with X satisfy the axioms of a dual system with a pairing simply defined by function
application.

4. SUBDIFFERENTIABILITY AND FRECHET DERIVATIVES IN DUAL SYSTEMS

Let (X,dx, Wx) now be a hyperbolic space. In this and the following sections, we will care
for carrying out convex analysis on dual systems in analogy to how convex analysis is carried
out on normed spaces and their duals. For this, let f : X — (—o0,4+00] be a proper convex
function, with convex meaning

FWx(z,y, X)) < (1= A) f(x) + Af(y)
for all ,y € X and A € [0, 1] and proper meaning
domf :={xe X | f(zx) < +o} # &.

In normed spaces, we have a sensible and rather beautiful theory for the differentiability of such
functions, in particular regarding the central notion of Fréchet derivatives (we refer to [61] for
a standard reference on the subject in the context of Banach spaces and to [5] for a standard
reference in Hilbert spaces). The theory, as it is usually developed, however crucially relies
on the linear structure of the underlying spaces which is already reflected in the way Fréchet
derivatives are defined using certain limits. So if one naively tries to transfer these notions and
the corresponding theory to a nonlinear setting, one immediately encounters a wide range of
issues. However, we will in the following see how a rather nice theory of Fréchet differentiability
can be developed using the above dual systems.

For this, we start with the main object in the context of differentiability of convex functions:
the subgradient. This poses no immediate difficulties, as was already observed in [22] in the
context of the concrete dual X* for a CAT(0)-space X (recall Example 3.4), and for the
following definition, we essentially just abstracted the notion of subgradient introduced there
to our notion of dual systems:

Definition 4.1. Let D = (X,Y,{:,-)) be a dual system and f : X — (—o0,+00] be any
function. We define the subgradient of f relative to D as follows:
Opf(x) = {a* €Y | f(y) — f(x) > (@ a*) for all y € X)
for x € domf, and dp f(x) := &, otherwise.
We write x € domdp f if Opf(x) # &. Clearly we have domdp f < domf by definition.

To arrive at a useful notion of Fréchet differentiability, we turn to normed linear spaces for
inspiration. In Banach spaces with the usual notion of a subgradient Jf for a convex function,
Fréchet differentiability is uniquely characterized as follows:

Theorem 4.2 (folklore (essentially [54]), see also [61, Theorem 3.3.2] and [5, Proposition 17.41]
(for Hilbert spaces)). Let (X, ||-||) be a Banach space and let f : X — (—o0,0] be a proper,
lower-semicontinuous and convex function which is continuous at x € domf. Then f is Fréchet
differentiable at x if, and only if, there exists a selection X — X* of 0f which is norm-to-norm
continuous in x.

We use this equivalent characterization to introduce the following analogous notion of Fréchet
differentiability in the context of nonlinear spaces and dual systems:
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Definition 4.3. Let D = (X,Y,{:,-)) be a dual system and let f be a proper and convex
function. Then f is called Fréchet differentiable in z € domdpf if there exists a function
G : domdpf — Y such that G(y) € dpf(y) for any y € domdpf and G is dx-dy-continuous in
x. We call G a (Fréchet) derivative of [ at x.

Remark 4.4 (For logicians). As a logical indication for why this choice for a definition of a
gradient is particularly fruitful, we in particular want to mention evidence coming from the
proof mining program (see in particular [29] and [31] as well as the references mentioned in the
introduction) where recently in [46] so-called general logical metatheorems were proven which
for the first time allowed for a tame treatment of dual spaces of Banach spaces together with
gradients of convex functions using methods from proof mining which in particular relied on
an axiomatization of Fréchet derivatives using the characterization of Theorem 4.2 to provide
a proof-theoretically tame approach to these objects. It is this proof-theoretic tameness of this
approach from [46] that is observed in normed spaces that leads us to believe that the notion
introduced in Definition 4.3 might provide a fruitful generalization of the normed case.

To illustrate this definition with an example, we consider the dual X* of a CAT(0)-space X
from [22] as already discussed in Example 3.4 before.

Ezxample 4.5. Consider a CAT(0)-space (X, d, W), the dual X* as defined in [22] and the dual
system D* = (X, X* (-,-)) as defined in Example 3.4. Using the arbitrary, but fixed, point
o€ X, we define

d*(o,

First note that f is (uniformly) convex as, using the Bruhat-Tits CN-inequality, we have
d*(0,23)/2 < (1 = N d*(0,20)/2 + Ad*(0,21)/2 — M1 — N)d* (20, 21)/2

for given zy, z1 € X and where we write x) = W (o, x1,\). This f is then Fréchet differentiable
everywhere and to see this, we first show that dp«f(z) # & for any = € X. For this, note that
in the case of D*, we have

—

Opsf(x) = {[tab] € X* | f(y) = f(x) > 17, ab) for all y € X}
and thus [t a_l;] € Op= f(z) holds if, and only if,
d*(0,y) — d*(0,x) = t(d*(a,y) + d*(b,z) — d*(a,z) — d*(b,y))
holds for any y € X. If we pick a = 0, b = x and t = 1, we get that [10Z] € 0p= f(x) as clearly
d*(0,y) — d*(0,x) = d*(0,y) — d*(0, x) — d*(z,y)
holds true for any y € X. Thus [102] is a selection of ép« f(x) which we denote by ol (z). Now

we get that ol (x) is continuous at every x as we have (similar to Example 3.4 and using the
Cauchy-Schwarz inequality for X):

D([10Z],[107]) = su
([1oz], [10og]) Sup d(a0)
~_|{ba,y)|
oy d(a,0)
d
= o p)d(a D)
a#b d(a7b)
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So ol (x) is a Fréchet derivative of f at any x.

Note that the above Fréchet derivative ol (z) of d2(o,z)/2 is not only continuous everywhere
but even uniformly d-D-continuous (and actually even nonexpansive). Abstracting from this,
we introduce a notion of uniform Fréchet differentiability which similarly does not rely on limits
(as in normed spaces) but on properties of selections of the subgradient.

Definition 4.6. Let D = (X,Y,{:,-)) be a dual system and let f be a proper and convex
function. Then f is called uniformly Fréchet differentiable on D < domdpf if there exists a
function G : domdpf — Y such that G(y) € dpf(y) for any y € domdpf and G is uniformly
dx-dy-continuous on every o-bounded subset of D.

If D =domdpf, we just say that f is uniformly Fréchet differentiable.

Again this is in some sense abstracted from the theory of Fréchet derivatives in normed
spaces as it can be easily seen that over normed spaces, if a Fréchet derivative of a function
is uniformly continuous on bounded sets, then the function is uniformly Fréchet differentiable
on bounded sets in the usual sense (see e.g. [61]). Conversely, as shown by Reich and Sabach
[49], in a reflexive Banach space, if a function is uniformly Fréchet differentiable and bounded
on bounded sets, then its Fréchet derivative is uniformly norm-to-norm continuous on bounded
sets.

5. BREGMAN DISTANCES IN HYPERBOLIC SPACES

As discussed in the introduction, one of the main motivations for studying gradients of
convex functions also in this hyperbolic context is that these objects “unlock” the treatment
of Bregman distances in this nonlinear setting. Originally, Bregman distances were introduced
in the seminal work [9] in the context of Banach spaces X via

Dy(x,y) = f(z) = fy) =z =y, V)

where f is a given proper, lower-semicontinuous, convex and Gateaux differentiable function
and where V f(y) is the corresponding Gateaux derivative of f at y. Intuitively, these functions
assign a distance to two points z,y by comparing f(z) with the value of a linearized approx-
imation of f around y using the gradient (see e.g. the discussion in [17]). Since the work of
Bregman, these distances have become a main tool in convex analysis (recall the discussion and
the references in the introduction).

In the presence of the previous Fréchet derivatives on nonlinear dual systems, it is now fairly
straightforward to introduce the following nonlinear analogue of this notion:

Definition 5.1. Let D = (X,Y,{:,)) be a dual system and let f be Fréchet differentiable on
dom?p f with a gradient G. Then the Bregman distance associated with f and G is defined by

D (z,y) := f(x) — fy) — G2, G(y))
for all x € domf and y € domdp f.

Clearly x = y € domdpf implies D?(z,y) = 0. Also, from G being a selection of dpf, it
follows that D]Cf(x, y) = 0 for all z € domf and all y € domdpf.

Ezxample 5.2. As discussed in Example 4.5, in the context of CAT(0)-spaces (X, d, W) with the
dual X* as defined in [22], a Fréchet derivative of f(x) = d?(o,x)/2 is the function ol (z) :=
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[1oZ]. By analogy to the normed case (see e.g. [9]), we now show that the corresponding
Bregman distance reduces (essentially) to the metric in this case. Concretely:

— 2 2
0l (@.y) = TOD _TOY gz )

_ <0x,20x> B <0y,20y> )

_(ot,ot) (gt.0h) <0_z’/,@>+<y_a’f,0_f/>)
2 2 2 2

_ (ot,ot)  (zp.ot) (F.7Y) (0.0
2 2 2 2

_ (og,08) | (@7 (oF0h)
2 2 2

_ (@, 7))
2

~ dP(z,y)

2

In the next section, we will use this new Bregman distance over hyperbolic spaces to intro-
duce a range of nonexpansivity notions for selfmaps on the space X for which we will then
derive convergence results for fixed point iterations.

The first main property of Bregman distances that we will need for that throughout is an
analogue of the four point identity (see e.g. [4] for this result in a normed setting).

Lemma 5.3. D? satisfies the four point identity, i.e. for any x,y, z,w € domdp f it holds that
D?(y, x) — D]Cf(y, z) — D?(w, x) + D?(w, z) = (wy, Gz — Gx).
Proof. Unraveling the definition of D?, we get
D?(y,x) - D?(y, z) — D?(w, x) + D?(w, 2)
= fy) = f(2) =@, Gz) — (f(y) — f(2) =z, G7))
— (f(w) = f(z) =<0, Gx)) + (f(w) — f(z) = zW, Gz))

= —(7Y, Gx) + (z7,Gz) + (zw,Gzx) — (zw,Gz)

=y, Gx) +(wy, Gz)

= (wy, Gz — Gx).

O

In the convergence results, we will assume that f is actually uniformly Fréchet differentiable.
Naturally, from this strengthened assumption we can infer various further (uniform) properties
of f and the associated Bregman distance which we want to discuss in the following. In that
way, these next results are closely modeled after quantitative results obtained for uniformly
Fréchet differentiable functions and their gradients in [47]. We begin with properties of f and
a corresponding uniformly continuous Fréchet derivative G.

Lemma 5.4. Let f : X — R be uniformly Fréchet differentiable with a gradient G : X —'Y
and let w% : (0,00)% — (0,0) be a modulus witnessing the uniform continuity of G on o-bounded
sets, i.e. for alle,b >0 and all x,y € By(0):

dx(z,y) < w(e,b) implies dy (Gz,Gy) < e.
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Then, we have the following:
(1) G is O-bounded on o-bounded sets, i.e. for allb >0 and all x € X:
dx(x,0) < b implies dy (Gz, O) < C,(b)
where
C(b) := b/w(1,b) + 14+ n

for n = dy(G(0),O). B

(2) [ is uniformly continuous on o-bounded subsets, i.e. for alle,b > 0 and all x,y € By(0):
dx (z,y) < w!(e,0) implies | f(x) — f(y)| < ¢

where

wl(g,b) := )

with Cy(b) as in item (1).
(3) [ is bounded on o-bounded sets, i.e. for allb> 0 and all x € X :
dx(z,0) < b implies |f(x)] < D,(b)
where
Dy (b) := b/w! (1,0) + 1 +n
for m = [f(o)].
Proof. (1) For x with dx (x,0) < b, using Wy we can pick b/w(1,b) many 2, ..., zx_1 such
that
dx(O, 21), dx(zl, 22), - ,dX(Zk_l, ZE) < wG(l, b)
In particular dx (o, z;) < b for all i and thus, using the properties of w®, we get
dy (G(0),G(z1)),dy (G(z1),G(22)),...,dy(G(z-1),G(x)) < 1.
Using the triangle inequality in Y, we get dy (G(0), G(z)) < b/w%(1,b) + 1 and so, using
dy (G(0),0) < n, we get dy (O, G(z)) < b/wC(1,b) + 1 + n.
(2) Let z,y be given with dx(z,0),dx(y,0) < b and
€
dx(z,y) < A0}
As G is a Fréchet derivative of f, we get
f(x) = fly) < @2, Gr) < dx(z,y)dy(Gz, 0) < dx(z,y)Cn(b).
Similarly, we have
fy) = f(2) < @0, Gy) < dx(x,y)dy (Gy, O) < dx(2,y)Cn(b)-
Combined, we get
|f(@) = f(y)] < dx(z,y)Cu(b) <e.
(3) This can be shown analogously to item (1).
U

In a normed context, the relationship between a Bregman distance and the norm is rather
sparse without additional requirements. One common additional assumption thus often placed
on Bregman distances, especially in the context of convergence results for iterations defined in
terms of Bregman distances, is that of sequential consistency (see e.g. [14, 15, 51]), i.e. that

lim D¢(xp,y,) = 0 implies lim ||z, — y,|| =0
n—0o0 n—ao0
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for all for all bounded sequences (z,,), (y,) < X.

As shown in [47], this form of sequential consistency is equivalent to the existence of a
modulus p : (0,0)% — (0,00) such that

llz||, lyll < band Dy(z,y) < p(e,b) implies ||z —y|| <e
forall e, >0 and z,y € X.

This latter equivalent rephrasing is what we now take as a basis for introducing the following
notion of consistency in this nonlinear context.

Definition 5.5. We call D§ consistent if there exists a function p : (0,00)*> — (0,90) such that
for any €,b > 0 and any z,y € domdp f N By(0):

D?(w,y) < p(e,b) implies dx(z,y) < e.
We call p a modulus of consistency.

Ezxample 5.6. Let (X,d,WW) be a CAT(0)-space with the dual X* as defined in [22]. Let
f(x) = d*(0,)/2 and consider the corresponding Fréchet derivative ol (z) := [10Z]. As shown
in Example 5.2, it holds that

ol & (x,y)
DY (a,y) = =5
and so clearly p(e,b) := &2/2 is a modulus of consistency for D]?[ as if
?(x,y) _ ol e’
T:Df («T,y)<p(5,b)25,

then d(z,y) < e.

By inspecting the definition of D?, it is rather immediately clear that a modulus for the
converse can in particular be given if G is uniformly continuous:

Lemma 5.7. Let f : X — R be uniformly Fréchet differentiable with a gradient G : X — Y
and let W be a modulus witnessing the uniform continuity of G on o-bounded sets. Then D?

is reverse consistent with a modulus P, i.e. for any €,b > 0 and any x,y € By(0):
dx(z,y) < P(e,b) implies D?(x,y) <e

where
P(e,b) :=

2C,,(b)
with C,, defined as in Lemma 5.4.

Proof. Note that P(g,b) = w/(/2,b) with w/ as in Lemma 5.4. Thus we get
<¢e/2+dx(z,y)dy(Gy, O)
<e,

as dy (Gy, O) < C,(b) by Lemma 5.4. O

Further, also the continuity of D? in both arguments is an immediate consequence of the
assumption of uniform Fréchet differentiability of f and we can give the following lemma spelling
this out quantitatively.
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Lemma 5.8. Let f be uniformly Fréchet differentiable with a gradient G and let w® be a
modulus witnessing the uniform continuity of G on o-bounded sets. Then the Bregman distance
DJCf 18 uniformly continuous on o-bounded subsets in both arguments, i.e. for any €,b > 0 and

any x,2',y,y € By(0):

dx(x,2') < &1(e,b) implies | D (x,y) — D (x',y)| < e
as well as

dx(y, ') < &(e,b) implies |D§ (z,y) — DY (z,y)| <

€ o € a
&1(g,b) := 20, 0) and & (g,b) := min {—3Cn(b)’w (e/60, b)} :
respectively, with C,(b) as in Lemma 5.4.

Proof. For the former, note that &, (g,b) = w/(g/2,b) for w/ defined as in Lemma 5.4. Thus we
get

where

DG (w,y) — DG (', y)| = |f(x) — f(y) — GE,Gy) — (f(&') = f(y) - {y', Gy))|
< |f(2) - f@)| + |G, Gy))

< g +dx (z,2")dy (Gy, O)
% dx (x,2")C, (D)
<e

if dx(z,2") < & (e,b) as dy (Gy, O) < C,,(b) by Lemma 5.4.

For the latter, note that similarly /3C,, (b) = w/(g/3,b) for w/ defined as in Lemma 5.4, and
so we get

1D§ (2,y) — DS (x,9)| = | f(x) — fly) — ¥, Gy) — (f(z) — f(y) — 7, Gy'Y)|

<If W)~ fW) + [z, Gy — (G, Gy))
<|f) — Fy) + 12, Gy — G2, Gy + (g2, Gy — (G2, Gy))|
<|f) - F)| + 19, Gy + g, Gy — Gy
<I|fW) = f)| + dx(y,y)dy (Gy', O) + dx(z,y)dy(Gy', Gy)
<) — F(y)] + dx(y.y)Calb) + 2bdy (G, Gy)
< £

if dx(y,y') < &l(e,b) as dy (Gy',O) < C,(b) by Lemma 5.4. O

In normed spaces, another relationship between the norm and a given Bregman distance
that is inherently under-determined in general is that between boundedness under the norm
and boundedness under the Bregman distance. This situation is similar in the nonlinear context

here and we introduce the following notion as a requirement to remedy this (defined in analogy
to [47]).

Definition 5.9. We call fo uniformly o-bounded if for any «, b > 0, there exists a &’ such that
for any x,y € domdp f:

D (z,y) < o and dx(x,0) < b implies dx (y,0) <V,
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We call a function B(«,b) witnessing such a o in terms of a,b a modulus for the uniform
o-boundedness of DJ?.

Ezample 5.10. Let (X,d, W) be a CAT(0)-space with the dual X* as defined in [22]. Let
f(x) = d*(0,)/2 and consider the corresponding Fréchet derivative ol (z) := [10Z]. As shown
in Example 5.2, it holds that

o7 d*(z,y
D (2, = LY

and so clearly f(a,b) := v/2a + b is a modulus for the uniform o-boundedness of DJ?I as if
d(x,0) < b and

P(xy) ol

we have d(z,y) < v/2a and so
d(y,0) < d(z,y) +d(z,0) < V2a+ b= [(a,b).

6. NONEXPANSIVITY IN THE CONTEXT OF BREGMAN DISTANCES

We now introduce different notions of nonexpansivity relative to our Bregman distance for
mappings 7' : K — K with K < X by adapting the various nonexpansivity notions rela-

tive to Bregman distances originally introduced in normed spaces as e.g. in the seminal works
[39, 40, 41, 48, 51].

Since, in the context of these works, many of the central properties of these mappings rely
on the totality of the underlying function f as well as its derivative, we for simplicity assume
from this point onwards that domf = X and that f is Fréchet differentiable on all of X, i.e.
there is a derivative G with domG = X.

The first central nonexpansivity notion is what we will call a Bregman quasi-nonexpansive
map. For this, we write Fix(7T') € K for the set of fixed points of T

Definition 6.1. A map T : K — K with K < X is called Bregman quasi-nonexpansive
(BQNE) if
DY (p, Tx) < DY (p, x)

for any p € Fix(T') and x € K.

In regard to self-iterations of maps, this class is too broad to carry sensible convergence
theorems for the approximation of fixed points. As in the case of normed spaces, we thus now
consider a notion of a Bregman strongly quasi-nonexpansive map:

Definition 6.2. Amap 7T : K — K with K < X is called Bregman strongly quasi-nonexpansive
(BSNE) if it is BQNE and additionally
lim D¢(p, ) — DY (p, Txy) = 0 implies lim DY (T2, 2,,) = 0

n—0o0

for any p € Fix(T') and any o-bounded sequence (z,,) € K.

This definition is the natural generalization to this nonlinear context of the notion of so-called
properly L-BSNE maps considered for normed spaces in [40]. For our convergence results later
on, we are also simultaneously concerned with quantitative results on the convergence. Through
that perspective, we here consider the following uniform variant of this notion:
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Definition 6.3. A map T : K — K with K < X is called uniformly Bregman strongly quasi-
nonexpansive (uniformly BSNE) if it is BQNE and additionally for any ¢,b > 0, there exists a
d > 0 such that for all p € Fix(T') and all z € K n By(0):

D?(p, x) — D?(p, Tx) < ¢ implies D?(Ta:,x) <e.
We call a function w(e, b) witnessing such a ¢ in terms of ¢, b a uniform BSNE modulus for 7.

In the plain metric context of ordinary strong quasi-nonexpansive mappings, the uniform
variant analogous to the above Definition 6.3 was introduced by Kohlenbach in [30] (with a
“fully” uniform variant, i.e. where 0 is even independent of b, already considered by Bruck
in [12]). In the context of the ordinary Bregman strongly quasi-nonexpansive mappings over
normed spaces, an analogous notion of a modulus was recently considered in [47] (note, how-
ever, that a uniform BSNE mapping in [47] is an even stronger notion). In that way, the notion
of uniform BSNE mappings considered in Definition 6.3 is a proper generalization of both these
notions and, in particular, this will be a suitable notion for the quantitative convergence results
provided later on.

Before we move on, we want to remark that a uniform BSNE mapping is nothing else but a
BQNE mapping satisfying the above uniform variant of the property that

D?(p, x) — D?(p, Tx) < 0 implies D?(Ta:, z)=0

for all x € K and p € Fix(T"). We call a BQNE mapping that only satisfies this restricted prop-
erty a strict BQNE mapping. A simple compactness argument yields that, over proper spaces
where D]Cf is uniformly continuous on o-bounded subsets in both arguments, any continuous
and strictly BQNE mapping is already uniformly BSNE in the sense of Definition 6.3.

Also, while this notion outside of compact spaces is generally stronger than the plain notion
of a BSNE mapping, we want to further argue that the price paid by moving to this uniform
variant is rather low in most practical cases as many natural BSNE maps are already uniformly
BSNE. In fact, there is an underlying logical reason for this circumstance as the following
remark briefly discusses.

Remark 6.4 (For logicians). In suitable formal systems for treating these dual systems and
metric Fréchet derivatives as well as Bregman distances and that enjoy general logical metathe-
orems in the style of proof mining (which might be developed analogously to [46]), being BSNE
is equivalent to being uniformly BSNE in the context of a nonstandard uniform boundedness
principle 3-UB* (see [28]) that can be conservatively added to such systems. Further, already
from a (noneffective) proof of the strict BQNE property in such a formal system, one can ex-
tract an effective uniform BSNE modulus. Note also the similarity of these circumstances to
those of both the works [30] and [47].

One example of a class of BSNE maps that are immediately also recognized as being uniformly
BSNE is that of Bregman firmly nonexpansive maps, a Bregman distance analogue of the
classical and influential notion of firm nonexpansivity introduced in a normed setting at various
points in the literature under different names (e.g. being called D-firm in [4], Bregman firmly
nonexpansive in [51] and a certain subclass was introduced in [35, 36] under the name of
mappings of firmly nonexpansive type).

Definition 6.5. A map 7" : K — K with K < X is called Bregman firmly nonexpansive
(BFNE) if
(TyTz, Gz — Gyy = (TyTz, GTx — GTy)
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for any z,y € K.

Using the four point identity, we can derive another characterization of BFNE maps (akin
to [51]).

Lemma 6.6. A map T : K — K with K < X is BFNE if, and only if, it holds that

D (Tx,y) — DY (Tx,x) — DY (Ty,y) + DY (Ty,x) = D§ (T, Ty) + DF (Ty, Tx)
forall x,y e K.
Proof. Using the four point identity, we get that

(TyTz,GTx — GTy) = D¥(Tx, Ty) — DY (T, Tx) — DF(Ty, Ty) + DS (Ty, Tx)

= DY (Tx,Ty) + D (Ty, Tx).
Similarly, we also get
(TyTz,Gx — Gyy = D (Tx,y) — D (Tx,x) — DF(Ty,y) + D (Ty, )

and combined with the definition of BFNE maps, we get the result. U

Then, as we can see now, every BEFNE map is also uniformly BSNE with a particularly simple
modulus.

Lemma 6.7. If T' is BFNE, then T is also uniformly BSNE with a modulus w(e,b) = ¢.
Proof. By Lemma 6.6, we have that 7' satisfies
D§(Ta,y) — DY (Tw,x) — DF (Ty,y) + D§ (Ty,x) = D (Tx, Ty) + DF (Ty, Tx).
If now y = p € Fix(T'), then
Df(p,x) — DY (p,Tx) = D§ (Tx,x).
This immediately gives the modulus. 0J

A last property of BQNE maps that will be handy later on is that, in the presence of a fixed
point and under the condition of a uniformly continuous gradient GG such that the associated
Bregman distance D]Cf is uniformly o-bounded, these mappings are o-bounded on o-bounded
sets.

Lemma 6.8. Let f be uniformly Fréchet differentiable with a gradient G and let w® be a
modulus witnessing the uniform continuity of G on o-bounded sets. Let T be BQNE with
Fix(T) # & and let D? be uniformly o-bounded with a modulus 3. Then T is o-bounded on
o-bounded sets, i.e. for allb >0 and all x € X:

dx(z,0) < b implies dx(Tx,0) < B(E(b),1)
where

Ei(b) = Dyu(1) + Din(B) + (b + )Ca(D)

for p e Fix(T') with | = dx(o,p) and D,,,C,, as in Lemma 5.4.

Proof. For p as above, we have

= f(p) — f(z) — D, Gx)

< f(p) + D (b) + dx (2, p)dy (Gz, O)

< Dp(l) + Dy (b) + (dx(z,0) + dx(0,p))Cy ()
< Dy (1) + D (D) + (b + 1), ().
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Then dx (Tz,0) < B(E(b),1) as | = dx(o,p). O

7. MONOTONE OPERATORS AND RESOLVENTS IN DUAL SYSTEMS

We now introduce monotone operators relative to dual systems. In the context of inner
product spaces, monotonicity arose in the 1960’s through the seminal work of Minty [43, 44]
and was subsequently extended to general normed spaces. Concretely, two main generalizations
emerged: For one, based on an equivalent variant of monotonicity written solely in terms of the
underlying norm of the space, Kato in [23] introduced the notion of accretive operators which
have become seminal tools e.g. in semigroup theory. For another, the monotonicity condition
was generalized by Browder (see [10, 11]) to normed spaces by replacing the inner product with
the application of functionals from the corresponding dual space. This latter definition is what
we extend here to the context of our dual systems, where we want to emphasize that this new
notion essentially just arises by abstracting the main approach from [24] away from the choice
of X* for a CAT(0)-space X.

Definition 7.1. Let D = (X,Y,{:,-)) be a dual system. An operator A € X x Y is called
monotone if

for any (z,2%), (y,5%) € A.

In analogy to the theory in normed spaces, the convexity of f is also here linked to the
monotonicity of dpf and thus also of any selection G which we collect in the following lemma:

Lemma 7.2. Let f be convex. Then operator Opf is monotone. A fortiori any Fréchet deriv-
ative G of f is monotone.

Proof. Let (x,z*), (y,y*) € opf, i.e.
f(z) = f(x) = <@Z,2%) and f(z) — fy) = @Z.y")
for all z € X. This implies
f(@) = fly) < @2,2%) and f(z) — f(y) = G, y")
Now, we can derive
@,z —y*) = f(z) — fly) — (f(z) — f(y)) = 0.
O

A stronger notion of monotonicity that we crucially rely on later is that of strict monotonicity
which we also define in analogy to [22].

Definition 7.3. Let D = (X,Y,{:,-)) be a dual system. An operator A € X x Y is called
strictly monotone if it is monotone and for any (z,z*), (y,y*) € A, it holds that

g, x* —y*) < 0 implies = = y.

For a quantitative and uniform version of the above definition, we introduce the following
notion:

Definition 7.4. Let D = (X,Y,{:,-)) be a dual system. An operator A € X x Y is called
uniformly strictly monotone with a modulus 7 : (0,00)? — (0, o0) if it is monotone and for any
e,b> 0 and any (x,z*), (y,y*) € A, it holds that

dx(z,0),dx(y,0) < band (gz,z* — y*) < n(e, b) implies dx(z,y) < €.
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Ezample 7.5. In a CAT(0)-space (X,d, W) with dual X* as defined in [22], we have that

ol (z) := [182] is uniformly strictly monotone with the simple modulus n(e,b) = £2. To sce

this, let x,y € X be given. Then
@, ol (x) — ol (y)) = (F2.02) — (. 0h) = (G2, 72) = d*(x,y)
and so, if (72,0l (z) — O_)I(y)> < % then d?(y,z) < &2, ie. d(x,y) < e.

In the context of such a modulus 7 for G, we can then in particular show that essentially any
BFNE map T is uniformly continuous on o-bounded sets.

Lemma 7.6. Let D = (X,Y,{:,-)) be a dual system. Let f be uniformly Fréchet differentiable
with a gradient G, let w® be a modulus witnessing the uniform continuity of G on o-bounded
sets and let G be uniformly strictly monotone with a modulus n. Let T : K — K for K < X be
BFNE and be o-bounded on o-bounded sets with a modulus E. Then T is uniformly continuous
on o-bounded sets with a simple modulus A, i.e. for all e,b > 0 and all z,y € K n By(0):

dx(z,y) < A(e,b) implies dx(Tx,Ty) < e

_ o (neED)
Ae,b) := w° (T(b)’b) .

with

Proof. Note that we have

(TyTx,GTz — GTy) < {TyTz,Gx — Gy)
dX(TZE, Ty)dy(Gl'7 Gy)
2

E(b)dy (Gz, Gy).

NN N

This yields that
(TyTx,GTz — GTy) < n(e, E(b))
for dx(z,y) < A(e,b) and so dx (T'xz, Ty) < e by using the uniform strict monotonicity of G. [

The main object associated with monotone operators is the so-called resolvent. We here now
abstract the notion of a resolvent for monotone operators on CAT(0)-spaces as introduced in
[24] (see also Example 7.8 later on) and simultaneously generalize said notion by defining a
resolvent relativized to a gradient G for monotone operators on dual systems for hyperbolic
spaces. This definition for a resolvent can thus also be considered to be a generalization of the
notion of resolvents relative to gradients from normed spaces as e.g. introduced originally in
the seminal paper of Eckstein [17] but also introduced in [4] under the name of “D-resolvents”
and considered in [50] under the name of “resolvents of A relative to f”.

Definition 7.7. Let D = (X,Y,{-,)) be a dual system and A € X x Y be an operator. Let
G :domG < X — Y be a function. The resolvent relative to G is defined as

JC = (G+ M) oG

where addition in Y is to be understood as addition of suitable equivalence classes of functionals
on X2, ie.

JC,(x) := {z € domG | 32* € Az such that z* =p A\ (Gz — G2)}
.= {z € domG | 32* € Az such that (ab, 2*) = (ab, \""(Gz — Gz)) for all a,be X}

for x € domG, and J¢,(x) := &, otherwise.
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Clearly, for a given G : domG < X — Y, we in general have dom.J{, < domG and ranJ{, <
domG.

Ezample 7.8. In the case of ol := [102] on a CAT(0)-space (X, d, W) with dual companion X *
as in [22], we get

190 (51 4+ )1 ool
which, as discussed in [18], reduces to the resolvent notion introduced in [24], i.e
Jg{)(.r) ={ze X |[\'z1] € Az}.

Concretely, to see this equality, note first that A1 ([1 0] —[102]) =p« [A~! 2Z] with D* defined
as in Example 3.4 as we have

(ab, [\"' 7#]) = A" Nab, 72
= \"!((ab, 20) + (ab, 52))
= A7!((ab, o) — (ab, 52))
= {ab, A"'([152] — [122])))

for all a,b € X. Thus, in particular, if [\™! ZZ] € Az, then z € JOI (x). Conversely, if we have

Q

Sl

ze J% (1), ie. we have a 2* € Az with 2* =p« A~1(o] (z)—0l (z)), we also have z* =px [A\~1Z2].
Now, as shown in Example 3.4, the system D* is in particular (uniformly) non-degenerate and
so we derive z* = [A\7!ZZ] in the sense of X* (i.e. D(z* [\"'ZZ]) = 0) from this. Thus also
[N1z7] € Az

In partlculalr7 as already discussed in [24], if in that case A is instantiated with Jf in the
sense of [22], i.e. dp=f in our notation, for a proper, convex and continuous function f on a
complete CAT(0)-space X, one obtains the resolvents of f in the sense of Jost [21] (see also

e.g. [7]), i.e.
ol .
I ) = angminex { 1) + gl
We now discuss some nice properties of J,, the first of which concerning the single-valuedness

of J{, which crucially uses the assumption that G is strictly monotone (similar to the normed
case, see e.g. [4]).

Lemma 7.9. Let D = (X,Y,{-,-)) and let G : domG € X — Y be a function which is strictly
monotone. Let A< X x Y be a monotone operator. Let X > 0 be arbitrary. Then JC, is either
empty or a singleton.

Proof. Let z,2' € J¢x for x € domG with 2* € Az and 2" € Az’ such that
¥ =p MY Gz — G2) and 2 =p A1 (Gr — G).
By the monotonicity of A, we get
(22 =2 2 0= (2, 2% = (2, 2
= (72, AN Gr — G2) = (72, A HGx — G))
= <Z, Gz —G2)=0
= (72,Gz— GZY <0

which in turn implies z = 2’ by strict monotonicity of G. U
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In the context of a strictly monotone map G, we thus write J¢, for the canonical selection
map. The first property that we derive for this resolvent is that it is actually Bregman firmly
nonexpansive w.r.t. G.

Lemma 7.10. Let D = (X,Y,{(:,)) and let G : domG < X — Y be a function which is strictly
monotone. Let A< X xY be a monotone operator. Let X > 0 be arbitrary. Then J¢, satisfies

SIS, Ga = Gyy = Uy, GIfye = G
for any z,y € domJZ,
Proof. Let x,y € domJ{, and 2* € AJ{,x as well as w* € AJ{,y such that
2 =p AN Gz — GJ,x) and w* =p AN Gy — GJI4y).
By monotonicity, we get

Ty, 25— w*) = 0

and thus
Ty Tiae, A (G — GIYye) — A1 Gy — GJSy)) = 0.
Multiplying by A > 0 and rearranging yields the result. U

Remark 7.11. The above result, showing that J¢, is BFNE w.r.t. G, extends that of Bauschke,
Borwein and Combettes [4] for the analogous result in normed spaces. In the partlcular case

of G = ol on a CAT(0)-space (X, d, W) with dual companion X* as in [22], i.c. for J/\Of{, we in
particular reobtain the result from [24] that this mapping is firmly nonexpansive as it satisfies

< xo[x—o[y> < SL’O[J/\ASE OIJ y>
<:><J/\0;( JO](E 07:>—<Jf\);{ Ax 0y>>< :zroJ Loy < a:oJ Ly
¢><J01J,{a: i <S,£yJ£,{xo £x> > gyl e, o) — gl S,{xo o
o Rl eighy, sl any + ] JS_/{’yyxo

for all z,y € domJ¢, which in turn is equivalent to the usual notion of firm nonexpansivity in
CAT(0)-spaces, i.e. that

(], 121 < glasgly. =)
for all z,y € domJ¢,, as shown in [24].

Using Lemma 6.6, we get the following corollary:

Corollary 7.12. Let D = (X,Y,{-,-)) and let G : domG < X — Y be a function which is
strictly monotone. Let A € X x Y be a monotone operator. Let A > 0 be arbitrary. Then for
any x,y € domJ,:

D?(J,\GA% y) — D?(J,\GA% r) — D?(JAGA% y) + D?(J,\GAZJ, T) = D?(J,\GA% J)\GAy) + D?(J,\GA% JSAJU)-

We now turn to the notion of a zero of a monotone operator. By abstracting from the case
of CAT(0)-spaces as e.g. considered in [24], we consider the following notion of a zero:
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Definition 7.13. Let D = (X,Y,{:,-)) be a dual system and let A € X x Y be an operator.
We call a point x € X a zero of A if

z¥ e Ax (¥ =p O).
We write zer A for the set of zeros of A.

As in the normed case (and in the context of CAT(0)-spaces for that matter, see [24]), the
zeros of a monotone operator correspond to the fixed points of (relativized) resolvents:

Lemma 7.14. Let D = (X,Y,{:,)) and let G : domG < X — Y be a function which is strictly
monotone. Let A< X xY be a monotone operator. Let J$, be its resolvent relative to G for
A> 0. Then

Fix(J{,) = zerA n domG.

Proof. Let x € domG be a zero of A and let z* € Ax with z* =p 0. By monotonicity of A, we
get
@Iy, X7 (G = Gf) = (@I A7 G = Gfr) = 2% 2 0,
Multiplying by —A\ yields
(2JC2, GICx — Gy < 0
and the strict monotonicity of G yields x = J¢,z, i.e. x € Fix(J,).
For the converse, let = be a fixed point of J{,. Then by definition x € domG and there exists
a z* e A(J{,x) = Az such that
NN Gr — GIC,x) =p 2*.
Further, we have
[(ab, 2*)| = [(ab, A" (Gx — GJIC,2)Y < A'dx(a,b)dy (Gz, GICx) = 0.

Thus z* =p O and thus zx is a zero of A. ]

8. THE PROXIMAL POINT ALGORITHM AND (QUANTITATIVE) CONVERGENCE

Having monotone operators and resolvents at our disposal, we now want to consider an as-
sociated proximal point type method. As already discussed in the introduction, the proximal
point method belongs both in normed as well as in nonlinear spaces to the most seminal and
well-studied methods in nonlinear optimization and we refer for more information to the refer-
ences given there.

Concretely, we now want to establish the convergence of a proximal point method associated
with the relativized resolvents of a monotone operator A, i.e. of the iteration

(T) o € X7 Tpy1 = ngAxn

for a given sequence (r,) < (0,00) with inf{r, | n € N} =: r > 0 and where G : X —» Y is a
uniformly continuous and uniformly strictly monotone Fréchet derivative of a convex function
f X — R such that D? is consistent. In order to sustain this iteration, we have to make the

common assumption that the resolvents of the operator A have a large enough domain. For
that, we in the following assume the condition that

domJ{, = X for all A > 0

which we call the G-relativized range condition (which is just a relativized version of the range
condition already considered in [24]). By the results from [6] it follows that if f is a Fréchet
differentiable function in a reflexive Banach space which is strictly convex and cofinite, then
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any maximally monotone operator satisfies the V f-relativized range condition. Further, since
—

in a complete CAT(0)-space X with the usual dual X*, the mapping J/\Oé*f(x) for a proper,
convex and continuous mapping f is just the resolvent as defined by Jost [21] (recall [24] and
Example 7.8), any such subdifferential in a complete CAT(0)-space satisfies the ol-relativized

range condition.

We will show the convergence of this method over dual systems D = (X,Y,{:,-)) where a
suitable subset of X is totally bounded and to do that, we reduce this convergence result to
that of a more general iteration of a family (7,,) of uniform BSNE maps 7,, : X — X, namely
the iteration

(*) Xo € X7 Tp+1 = Tnxn7

where the family (7;,) relates to another uniform BSNE map T in a suitable way.

The main feature exploited in the corresponding convergence proof given later is that the
sequence (z,,) defined by () is then Fejér monotone w.r.t. to the distance D and the set
N, Fix(7,,), i.e. for p € (), Fix(7,,) and any n, it holds that

D$(p, Tyxn) < DY (p, xy)

since T,, is BQNE w.r.t. Fix(7},), which actually follows from 7}, being uniformly BSNE as if
D?(p, T,x) > D?(p, x),ie 0> D?(p, a:)—D]Cf(p, T,x), then D?(Tnilf, x) = 0 by being uniformly
BSNE which yields T,z = « by consistency of D¢ and this entails D} (p, T,z) = D$(p, x) which
is a contradiction.

For Fejér monotone sequences, very general convergence results exist which in compact spaces
guarantee the “strong” convergence of such methods if they in addition satisfy a suitable asymp-
totic condition (essentially amounting in one form or another to having approximate solutions
along the iteration). Such general results deal e.g. with Fejér monotone sequences in general
metric spaces [33, 34], sequences in Banach spaces which are Fejér monotone w.r.t. Bregman
distances [4] or sequences in Hilbert spaces which are Fejér monotone w.r.t. to variable metrics
[16]. All of these general results however do not cover the present case as we are not set in
normed spaces and since D? here is not a metric. However, in the recent work on generalized
Fejér monotone sequences [45], the results from [33, 34] have been generalized to allow for
very general classes of distances (e.g. in particular also containing consistent metric Bregman
distances D? as defined here as well as consistent Bregman distances in normed spaces), all in
a metric setting. As such, our convergence results for the methods discussed above will arise
as special instances of the work [45] and in that way this paper actually presents the first in-
stantiation of the general scheme of iterations considered in [45] that goes beyond the previous
literature on Fejér monotone sequences. As these general results arose from the proof mining
program, we in particular also obtain quantitative information for these convergence results in
the form of a highly uniform and computable rate of metastability, i.e. a bound on the n in the
expression

Yk eN,ge NV3In e NVi,j e [n;n + g(n)] <dX(SEi,-Tj) < %H)
in terms of k£ and g. This notion of so-called metastability is, albeit noneffectively, equivalent
to the usual Cauchy property of the sequence (x,) in question and represents a particularly
fruitful finitary phrasing of that property, as in particular also highlighted by Tao [59, 60]. In
the context of quantitative aspects of convergence for Fejér monotone sequences, it however
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gains even further importance as already in the most simple cases of ordinary Fejér monotonic-
ity, e.g. taking the real numbers as the underlying space and assuming that all the involved
data are computable, there, in general, are no computable rates of convergence as one can show
using methods from computability theory (essentially reducing to a seminal paper of Specker
[57], see [33] for a discussion on this). In that way, if one aims at computable information on
the quantitative aspects of the convergence of such iterations, a rate of metastability is in this
generality the best one can hope to attain. However, under a general additional metric regu-
larity assumption, we will nevertheless also be able to obtain explicit, uniform and computable
constructions of full rates of convergence for the iterations considered here, which will similarly
arise by instantiating the general results from [45].

Let us now fix the remaining data surrounding the iteration defined by (x): With the iteration
in (+), we in the end want to approximate fixed points of another mapping 7' : X — X and for
this, we need to relate the 7),’s to this mapping 7. We do this via requiring that there exists
a pair of moduli v(e,b) and u(e, b, K) such that for any €,b > 0 and K € N as well as any
p € By(o):

Vn e N (dx(p, T.p) < v(e,b) implies dx(p,Tp) < ¢)
as well as
dx(p,Tp) < p(e, b, K) implies Vn < K (dx(p, T,.p) <€) .
We call such a pair of moduli fived point moduli* for (T,)) w.r.t. T and we say that Fix(T},) =
Fix(7T') holds uniformly if such moduli exist.

Further, we in the following assume that all 7,, are uniformly BSNE with a common modulus
w(e, b) and we pick b with

b= D (po, o), dx (po, 0), dx (2, 0)

where pg € (), Fix(T,,) # & is an arbitrary but fixed solution. We call a family of mappings
(T,,) where such a common modulus w exists jointly uniformly BSNE. We also fix a modulus w®
of uniform continuity for G on o-bounded sets and a modulus 7 of uniform strict monotonicity
for G on o-bounded sets. Lastly, we fix a modulus of consistency p for D?.

Remark 8.1. Note that from b > D?(pg,xo), dx(po,0) as well as a modulus 8 for the uniform
o-boundedness of D¢, an upper bound for dx(x,,0) can be calculated as we have

D?(p(b xn) < D?(po, '170) <b
and so we in particular would get 3(b,0) = dx(x,,0).
The concrete convergence result for the iteration in (x) that we then obtain is the following:

Theorem 8.2. Let X be a hyperbolic space, Y be a metric space and let D = (X,Y,{-,)) be a
dual system. Assume that X is proper. Let f : X — R be Fréchet differentiable with a gradient
G which is strictly monotone. Further assume that D]Cf is consistent and uniformly o-bounded.
Let T, : X — X together with T : X — X be mappings such that (), Fix(T,,) # &, such that
Fix(T,) = Fix(T') holds uniformly, such that (T,,) is jointly uniformly BSNE and such that T
15 uniformly continuous on o-bounded sets.

Then (z,,) defined by () converges to a fixed point of T.

IThese moduli are defined in analogy to [47] where they were considered for a uniform quantitative analogue
of the influential NST condition (see e.g. [1]).
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In particular, as mentioned before, we obtain this theorem through a quantitative variant
giving a highly uniform and computable rate of metastability as discussed before. Further
instantiating this theorem will then allow us to also derive the following analogous convergence
result for the iteration in (f):

Theorem 8.3. Let X be a hyperbolic space, Y be a metric space and let D = (X,Y,{:,-)) be a
dual system. Assume that X is proper. Let f : X — R be Fréchet differentiable with a gradient
G which is strictly monotone. Further assume that D? s consistent and uniformly o-bounded.
Let A be a monotone operator that satisfies the G-relativized range condition and assume that
zerA # .

Then (z,,) defined by () converges to a zero of A.

Again, also this theorem comes equipped with a quantitative variant, giving a computable
and uniform rate of metastability.

In particular, both the proximal point algorithm and the iteration of families of uniform
BSNE maps defined above provide analogues in hyperbolic spaces for the previous results on
a proximal point algorithm involving relativized resolvents and iterations of Bregman strongly
nonexpansive maps in normed spaces as e.g. considered in [17, 39, 41, 47, 49]. Further, the
proximal point method considered here in particular includes that devised in the seminal work
[24] in the context of monotone operators in CAT(0)-spaces and, as a special case, we there-
fore reobtain the “strong” convergence of that iteration in proper CAT(0)-spaces by setting
f = d*o0,2)/2 and G = ol (recall for this in particular the Examples 3.4, 4.5, 5.2, 5.6 and
5.10).

The proofs of both results with their preceding quantitative variants will be given in the next
subsection, with constructions for rates of convergence using the additional assumption of a
modulus of regularity in the subsequent subsection.

8.1. Uniform Fejér monotonicity and rates of metastability. We now want to apply the
abstract results of [45] to the particular instance of the iteration given by (*). These results
given in [45] rely on uniform reformulations of the respective properties (like Fejér monotonicity)
in terms of approximations instead of full solutions (see [45] for details), and we consequently
consider such approximate variants here as well. Concretely, we write Xy = {z € X | d(0,z) <
b} for the b fixed before and define

F:=Fix(T)n Xo = {pe Xo | Tp = p}

as the designated set of solutions and we set

1
AF, = Xy | d Tp) < ——
k {pe o| X(p, p) k:+1}

as a choice for a set of “1/(k + 1)-approximate solutions”.

Then, we can now provide the relevant results on the asymptotic behavior and Fejér mono-
tonicity of the iteration and translate these into the corresponding bounds and moduli required
in the general abstract setup presented in [45] in the context of these uniform reformulations
(which we outline in the respective results so that essentially no precise familiarity with [45] is
presupposed).
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The first such quantitative result is that of the asymptotic regularity of the iteration x,
generated by (x). For this, we first show the following:

Lemma 8.4. For any e >0 and any g : N — N:
In < Yyule, g)Vk € [n;n + g(n)] (DY (2441, 24) < €)
where

Unu(e,g) = gIPEID(0)
with g(n) =n+ g(n) + 1.
Proof. We have
0 < DF(po, Tni1) < DY (po, 7n) < D (po, o) < b
as so similar as in Proposition 2.27 of [29], we get for
(e 9) = "0)
that for any e > 0 and g : N — N:
In < (e, g)¥i,j € [nin + g(n) + 1] (IDF (p, i) — DF (p, )| <e) .
Thus we in particular have
In < (e, g)Vk € [n;n + g(n)] (|D§5(p, T) — D?(p, Trre)| < 5) )
Using w, we thus get the result as ¢, (¢, 9) = p(w(e,b), 9) O

Remark 8.5. The whole result and construction is similar to an analogous result on Bregman
strongly nonexpansive maps in Banach spaces discussed in [47], which in turn is similar to
preceding results on strongly quasi-nonexpansive maps discussed in [30].

Combined with fixed point moduli for (7,,) w.r.t. 7" as well as a modulus of consistency for
D?, we then get the following result:

Lemma 8.6. For any e >0 and any g : N — N:
In < Ypw(p(v(e, b),b),9)Vk € [n;n + g(n)] (dx (zx, Txy) <€)
where Yy, is defined as in Lemma 8.4. In particular, (dx(zg, Txy)), converges to 0 for k — co.
Proof. Using Lemma 8.4, we get an n < ¢, (p(v(e,b),b), g) such that for any k € [n;n+ g(n)]:
D?($k+17$k) < p(v(e, b),b).
Thus, for any such k, we have first
dx(xy, Tray) = dx (g1, ) < v(e,b)

by the properties of p and thus we get dx(zg, Txr) < € by the properties of v. To see that
(dx (xg, Txy))r converges to 0, assume the contrary, i.e.

Je > 0Vn € NIk € N (dx (zpik, Txnir) = €).
Define g(n) to be such a k for any given n. Then we have
VneN (dX($n+g(n),Txn+g(n)) = E) .
But this is a contradiction to the above as for this € and g, we have to have that

In < Ypo(p(v(e, d),b),g)Vk € [n;n + g(n)] (dx (x, Txy) < ¢).
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We now fit this general asymptotic regularity result for (z,) into the framework of [45]. For
this, it actually suffices to only have a modulus witnessing that (z,) contains approximate fixed
points of 7" in the sense of the AF,. However, because of the setup from [45], we have to convert
to errors of the form 1/(k + 1) and consider the sequence x5, instead of x,,.?

Lemma 8.7. The sequence (z2,) has asymptotic F-points in the sense of [33, 45] with a re-
spective bound ®, i.e for any k € N:

In < O(k) (zo, € AFy),
where the so-called “approzimate F-point bound” ® is defined by

b
P(k) =2 + 1.
B =2 o+ 1.8,
Proof. This follows immediately from Lemma 8.6 by taking g(n) := 1 for all n € N and ¢ :=
1/(k+1). O

As discussed before, since all the T),’s are uniformly BSNE, they are also BQNE w.r.t.
Fix(T,,) and therefore the sequence (x,,) is Fejér monotone w.r.t. D? and (), Fix(7,,) = Fix(T).
The quantitative results from [45] then rely on a uniform quantitative version of this Fejér
monotonicity relative to the sets AFj in the form of a so-called modulus of uniform Fejér
monotonicity which is a bound (viz. witness) on the k in the expression

1
Vr,n,m e NIk e NVpe AF,VI <m (D?(p, Tpyy) < D?(p, T,) + ?)
r

in terms of the r,n, m. By a simple compactness argument, such a modulus always exists for
(x,,) defined by (*) if X, is compact (and F is suitably closed relative to the AFy in a way that
will be discussed further below) but there is a rather small enrichment of the main assumptions
on the operators T, that allows one to immediately derive such a modulus for the iteration
given by (x):

Definition 8.8. We call T" uniformly BQNE with a modulus @ : (0,90)* — (0, ) if for all
e,b> 0 and all p,z € By(0):
dx(p,Tp) < w(e,b) implies D?(p, Tx) < D?(p, x) + €.

Then, if all T;, are actually uniformly BQNE, we can immediately derive a rather simple
modulus of uniform Fejér monotonicity:

Lemma 8.9. Let T,, be uniformly BQNE with a respective modulus w, for everyn e N. Then,
the sequence (x,,) is uniformly Fejér monotone w.r.t. F', (AFy) and D}Cf in the sense of [45] with
a respective modulus X, i.e for any r,n,m € N and all p € AF\ (nmz):

1
vi<m <D?(P, Tni1) < D§(p, x) + m)
where the “modulus of uniform Fejér monotonicity” xo is defined by

anmor) = bt 1) (@ (o t0))

r+1)+1’

where wM (g,b) := min{w;(e,b) | j < i}.

2That Zap has to be considered instead of x;, is due to the fact that [45] allows for the treatment of sequences
which are only partially Fejér monotone in a certain sense and xo,, instead of x,, has to be considered to translate
from the setup of ordinary Fejér monotonicity to this partial notion.
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Proof. Let p € AF\(nmr), i-e.

1 1
d Tp) < Moo ——b) b ~1].
X(p7 p) XO(n7m7T> +1 <M (wn-i-m—l (m(r + 1) + 1 > ,b,m+m )

Thus, for any [ < m, we get

1 1
Ay (p. Ty oMt | ———————b ) <@ | ————10 ).
xX(P Tos1P) < Fpna (771(7”—1—1)4—17 ) o 1(m(r—i—l)—i—l )

So, if w.l.o.g. [ > 1, we have

D?(I% Tny1) < D?(I% Tnti-1) + m
<...
[
m(r+1)+1
1

r+1
which was the claim. O

< DY (p,x,) +

< DY (p, n) +

The second to last quantitative ingredient that we need in order to apply the results from
[45] are moduli witnessing that F' is closed in a suitably nice sense w.r.t. the AF}.

Lemma 8.10. Let A be a modulus of uniform continuity for T on o-bounded subsets. Then
the set F' is uniformly closed w.r.t. AFy in the sense of [33, 45] with respective moduli 01,0,
1.e. for any p,q € Xo:

q € AF5 4y and dx(q,p) implies p € AF},

o
da(k) +1
where the so-called “moduli of uniform closedness” 61,02 are defined by

01(k) := 3k + 2 and §5(k) := max {Sk‘ + Q,A/('\,b)(?)k: + 2)} :

Proof. Let q € AFs i), i.e. dx(q,Tq) < 1/3(k + 1) and let dx(q,p) < 1/(62(k) + 1). We have

1
dx(p,Tp) < dx(Tp,Tq) +dx(q,Tq) + dx(q,p) < T dx(Tp,Tq) + dx(p,q)-
As 09(k) = 3k + 2, we further derive dx(p,q) < 1/(3k + 3) so that

dx(p,Tp) <

2
dx(Tp,T
T x(Tp,Tq)
and as

—_—

da(k) = A(-,0)(3k + 2) =

b
Alz:b)

1
d Al —— b
and thus dx(Tp, Tq) < 1/(3k + 3) which yields dx(p, Tp) < 1/(k + 1). O

As hinted on in the initial remarks of this section, we need to assume that X, is totally
bounded to guarantee the convergence of the iteration in the sense of the metric. Quantitatively,

this total boundedness is witnessed by a corresponding modulus as introduced by Gerhardy in
[19]:

we have
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Definition 8.11 ([19]). A set A < X of a metric space (X,dy) is totally bounded with a
modulus of total boundedness + if for any k € N and any (x,) < A:

1
0<i<j<k) delaz) < —— .
0<i<i <k (dxlonn) < )

In particular, note that a set is totally bounded if, and only if, it has a modulus of total
boundedness.
Using this modulus, we can now formulate our main quantitative result:

Theorem 8.12. Assume that X, is totally bounded with a modulus of total boundedness v and
that (x,,) is uniformly Fejér monotone w.r.t. F, (AFy) and D? in the sense of [45] with a

respective modulus xo. Then () is Cauchy and for all k € N and g € NV:

AN < VU(k,g)¥i,j € [N; N + g(N)] <dX(£Ci,$j) < and x; € AFk> :

L
k+1
where U(k, g) := 2Uo(ng, k, g) with ng := 7' (160(k) + 20) for ~'(k) := v(A(k)) where \(k) :=
p(-,b)(k) and A(k) := P(-,b)(k) with P as in Lemma 5.7 as well as

0(k) := M2k + 1,b) and O(k) := max{0(k), A(, b)(3k + 2), 3k + 2}.
Here, Wy 1s defined by

Uy (0,k,9) :==0,
Wo(n +1,k,g) == @Y (7 (Yo (n, k, g), 40(k) + 12)),

where
s (n,7) := max {3k 2% <2n, 2{g(§">|,r) /X0 (Qn, 2{9<§")| + 1,r) Xo(2n, 0,47 + 7)}
together with

°0 =2 o

and where ®M (k) := max{®(j) | j < k}.
In particular, if each T, is uniformly BQNE with a respective modulus w,, then xo can be
taken to be

Xo(n,m,r) == p(-,b,n+m = 1) (wﬁm;l (m(; b)>

r+1)+ 1
where @ (e,b) := min{w,(e,b) | j < i}.

Proof. The result arises as an instantiation of Theorem 5.5 from [45]. For this, ¢ as well as
1 are instantiated with DJ?. All other moduli are set to be the identity. The modulus y in
Theorem 5.5 from [45] is instantiated with xo(2n,2m,r) (note for this Proposition 4.26 from
[45]). Similarly, ¢ in Theorem 5.5 from [45] is instantiated with xo(2n,2m + 1,7) (note again
Proposition 4.26 from [45]). The modulus ® in Theorem 5.5 from [45] is just instantiated
with ® from Lemma 8.7. Lastly, w and § are instantiated with d; and dy from Lemma 8.10,
respectively.

The bounds given here just result from those given in [45] by obvious simplifications and
instantiations and the claim regarding the special case when all T}, are uniformly BQNE follows
immediately from Lemma 8.9. U
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From this quantitative result, we can now in particular derive the new convergence result
given in Theorem 8.2:

Proof of Theorem 8.2. Note that through the assumptions of Theorem 8.2, all the moduli re-
quired for Theorem 8.12 actually exist: A suitable b exists by Remark 8.1. Further, by simple
compactness arguments using that X is proper, we get that as f is Fréchet differentiable with
a gradient G, it is even uniformly Fréchet differentiable with the gradient G and as G is strictly
monotone, it is similarly even uniformly strictly monotone. Also, since the sequence (z,) is
Fejér monotone w.r.t. DJ? and F', and since F' is uniformly closed w.r.t. AF},, another simple
compactness argument gives that (x,) is actually uniformly Fejér monotone w.r.t. F, (AFy)
and chf. Therefore, we get that

1
<+) VEk e N,g S NNHN € NVZ,] € [N, N + g(N)] (dx(mi,flfj) < /{j——l—l and X; € AFk)

by Theorem 8.12. This now implies the Cauchyness of (x,). To see this, suppose (z,) is not
Cauchy. Then there exists a k € N such that for any NV € N, there exists an n € N with

1
ka1
Given any N, define g(N) = n for such an n. Then this £ and ¢ are a contradiction to the
above (+). Therefore (x,) is Cauchy and as every proper space is complete, (x,) converges to
a limit . We show now z € AFy, for all k which yields z € F' = Fix(T") n Xy. For this, let k be
given. Then as 7 is the limit of z,,, we get

dx (xN, $N+n)

1
INGVn = Ny [ dx (2, 8) < ——— ) .
ovr O(X(x 7) (52(k;)+1)

for do from Lemma 8.10. Take g(N) = Ny. Then (+) yields
E|N1V’L € [Nl, N1 + No] (l’z € AFél(k))

for 6; from Lemma 8.10. Combined, we have

TNy + N € AFgl(k) and dX(le—&-Noat%) <

52(k) +1
which yields 7 € AF}, by Lemma &.10. O

The above results for the iteration defined by () are still relatively abstract, working with
many moduli assumed for some arbitrary but fixed family (7,,). We now instantiate this further
with picking 7,, := J¢ , and T := J for r := inf{r, | n € N} > 0 for a monotone operator A
with zerA # (J satisfying the G-relativized range condition as before, yielding a similar result
for the iteration in (T). For this, we still fix a modulus w® of uniform continuity on o-bounded
sets for G and a modulus 7 of uniform strict monotonicity for G on o-bounded sets. Lastly, we
fix a modulus of consistency p for fo and a modulus of uniform o-boundedness 3 for chf. We
pick a modulus of reverse consistency P as in Lemma 5.7.

Now, note that by Lemma 6.7, all in 4 are immediately uniformly BSNE with the particularly
simple modulus w(e, b) = . We fix b with

= D?(po, 0), dx (po, 0)

where py € (), Fix(JE 4). Using Lemma 6.8, we get that all the T,, and T are o-bounded on
o-bounded sets with a common modulus F(b) := B(E’(b),b) where E’ can be defined by

E'(b) := Dp(b) + Dy, (b) + (b + b)Ci,(b)
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with D,,,C, as in Lemma 5.4. Lastly, we pick

A - (UEEO), )

as in Lemma 7.6 as a modulus of uniform continuity for 7' (and in fact for all T},’s too, though
we do not need this fact here) and we define

b := max{b, 5(b,0)}
so that we have b > dx(x,,0), D?(po, o), dx (po, 0).

So, the only things left to derive for this particular choice of T;, and T is, for one, a modulus
of uniform Fejér monotonicity for the sequence defined by (f) and, for another, the fixed point
moduli ¥ and . We begin with the former and in that context actually utilize Lemma 8.9 by
which it suffices to show that each T, is uniformly BQNE. This in turn follows from the next
lemma, by which this modulus can actually even be chosen jointly for all 7T,,:

Lemma 8.13. Let A > 0. Then J¢, is uniformly BQNE with a modulus
w(e,b) := min{&,(e/3,D), &(¢/3, D)}
where &, & are defined as in Lemma 5.8 and b := max{b, F(b)} for E as above.
Proof. Note that by Corollary 7.12, we have for any x and y that
DF (J5aw,y) = DF (Jaw, @) = DF (JSay. y) + DF (T, ) = DF (Jaz, Joay) + DF (Jay, Jiaw).
This in particular implies that
D?(JfAyv Jiaz) < D?(JAGA% r) + D?(JSA% y) — D?(JSA% J5ay).
So let y = p and dx (J$,p, p) < w(e,b). As thus dx(J&p,p) < 51(6/3,5), we get
D?(I% Joar) —¢/3 < D?(p, T) +e/3+ D?(JAGAIap) - D?(JSA% J5ap)
and as further dx (JCp,p) < 52(5/3,8), we get
D$(p, J{yx) < DY (p,x) + 2¢/3 +¢/3 = ¢.
0

Now we turn to the fixed point moduli. For this, we first prove the following rather general
lemma on fixed points of relativized resolvents:

Lemma 8.14. Let r,s > 0. If dx(x, J%x) < D.(¢, B) := ve(p(e, B), B), then dx(z, JCx) <e

where
€ € ~
Ve(e, B) := min = ,wG( ,B)
&5) {40,43) 4cE(B) }
=

where B 1= max{B, F(B)}, B > d(x,0) and c

rs—L.
Proof. Using the four point identity, we have

0= DY(z,x) = Df(x, J5x) + DS (JGx, x) + (Jax, GISx — Gr).

r
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Therefore, we in particular have
D?(a:, JCx) < < Axm Gr — GJ% )

< Ax:v Gz — JrAx>+<m>,Gx GJC )

< Crx,Gr — GJCx) + <m, —sH(Gr — GJIGx) + r HGr — GJSx))
+ (TG, s~ (G — GIG))

<TM Gr — GJSx) +rs JS, JSGAJC Gr — GJGx)

< dx(JG 2, x)dy (Gr, GICx) + rs tdx (JSx, JGx)dy (Ga, GJC )

< dx(JCz, z)(dy (Gz, O) + dy (GJCz, 0))
+rs Hdx(JCx,0) + dx (JCx,0))dy (Gr, GIC2)

< dx(JSx,2)2C,(B) + rs ' 2E(B)dy (Gz, GJC,x)

where for the third to the fourth line, we have used the monotonicity of A and the definition of
the resolvent. If dx(z, J¢yx) < ve(e, B), this then gives that D (z, J%z) < &. The result now
follows from the assumptions on p. O

Lemma 8.15. Let (r,) be given with inf{r, | n € N} =: r > 0. Define T,, = JC , and
T = JS as well as Ti := max{r, | n < K}. Let U.(¢, B) be defined as in Lemma 8.14. Then
Fix(T,,) = Fix(T') holds uniformly with fized point moduli U(e, B) and fi(e, B, K) defined by

v(e, B) := (e, B) and fi(e, B, K) := Uz, ,—1(¢, B)
where B := max{B, E(B)}.
Proof. The correctness of both moduli 7 follows immediately from Lemma 8.14. For 7, note
that 1 > rr; ! since r, > r and for @, note that 7gr=! = r,r~! for any n < K. O

As an instantiation of the previous Theorem 8.12, we thus now get the following very concrete
result for our analogue of the proximal point algorithm defined in (7).

Theorem 8.16. Assume that Xy is totally bounded with a modulus of total boundedness ~y.
Then (x,) defined by (1) is Cauchy and for all k € N and g € NV:

1
E+1
where U(k, g) := 2Uq(ng, k, g) with ng := v (160(k) + 20) for v'(k) := v(A(k)) where \(k) :=
m(k) and A(k) = 15(’,\6)(k) with P as in Lemma 5.7 as well as

AN < V(A (k),g)Vi,j € [N; N + g(N)] <dX(xi,xj) < and z; € AFk> :

~ 1
0(k) := M2A(k,b 1,0 dok):= 0(k 3k + 2
( ) ( ( ) )+ ) ) an ( ) max ( )> e (n(l/(3§g(?;))’E(b)),b> ) +

Here, U 1s defined by

\Ijo(o, k’,g) = 0,
Uo(n + 1, k,g) := @M (M (Wo(n, k, g),40(k) + 12)),

where

7ix(n,7) := max {314: +2. 0 <2n, 2{g(zn)|,r> Yo (Qn, 2{@| + 1,7‘) xo(2n,0, 47 + 7)}




DUALITY, FRECHET DIFFERENTIABILITY AND BREGMAN DISTANCES IN HYPERBOLIC SPACES 33

for

xo(mm, 1) i= il b+ = 1) (w (m(r+1)+1 b))

@(e,b) := min{éi(/3,0), &(2/3,0))
with &, & defined as in Lemma 5.8 and together with

b
o) = i |+
where ®M (k) := max{®(j) | j < k} and where

v(e, B) := (e, B) and fi(e, B, K) := Ur,,—1(¢, B)

5 (e B) i mind 2E D) o (D) g
B {40 B <4cE<B>’B>}

with B = max{B, F(B)} and Tk := max{r, | n < K}.

and

for

Theorem 8.3 now follows from this quantitative result in a similar way that Theorem 8.2
followed from Theorem 8.12.

8.2. Moduli of regularity and rates of convergence. As mentioned before, for Fejér mono-
tone sequences, computable rates of convergence are in general ruled out. However, we can
provide such rates under additional assumptions. A large class of such assumptions in the con-
text of Fejér monotone sequences, generalizing various concepts known from nonlinear analysis
and optimization such as error bounds and metric subregularity, among others, was introduced
and studied in [34] under the name of moduli of reqularity. In our context, we consider the
following instantiation of this notion:

Definition 8.17. Let 7' : X — X be given and define Fyp(z) := dx(Tz,x). A function
¢ : (0,00) — (0,00) is called a modulus of regularity for 7" w.r.t. Fix7T" and S < X if for all
e>0andallze S:

Fr(z) < ¢(e) implies distx (x, FixT') < ¢
where distx (z, K) := inf ex dx(z,y).

The abstract results from [45] can now be used to provide a transformation that combines
such a modulus of regularity together with an approximate fixed point bound (and some other
minor quantitative data) into a full rate of convergence for the iteration defined by (*). For
this, we just briefly note that the work [34] (and similarly [45] where the results from [34] are
extended beyond metrics) is written in the context of a formal setup where, instead of using sets
F/AF), as above to formulate the solutions and approximations, a function F' : X — [0, +o0]
is employed and the sets F' and AF} are (conceptually) replaced by zerF and {z | F(x) < &}
for general € > 0, respectively. The above notion arises from the general definition given in
[34, 45] by using Fr(x) in place of such an F. However, in the following, we mostly suppress
this whole setup from [34, 45] as we did before with the construction of the rate of metastability
and introduce the notions only as needed.

Now, in the context of a modulus of regularity for 7', the general results from [45] concretely
yield the following construction of a rate of convergence for the iteration defined via (x) if
Fix(T,,) = Fix(T') holds uniformly.
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Theorem 8.18. Let X be a hyperbolic space, Y be a metric space and let D = (X,Y,{-,)) be
a dual system. Let f : X — R be Fréchet differentiable with a gradient G which is uniformly
continuous on o-bounded sets with a modulus w® and which is uniformly strictly monotone with
a modulus 1. Further assume that Dj? is consistent with a modulus of consistency p. Let P
be as in Lemma 5.7. Let T, : X — X together with T : X — X be mappings such that
po € (), Fix(Ty,) # &, such that Fix(T,,) = Fix(T) holds uniformly with fixed point moduli v
(and p) and such that (T),) is jointly uniformly BSNE with a common modulus w. Let (z,) be
defined by (x) and let ¢ be a modulus of reqularity for F w.r.t. Fix(T) and S where (x,) < S.
Let b > D?(po,xo),dX(po,o),dX(xn,0).
Then (x,,) is Cauchy and

15> 0 2 ( (*2)) ttan ) <8

with 0(g) :== p(£/2,b) and ¢'(¢) := @(P(g/2,b)) as well as

7(0) :=

b

| wwamaml

Proof. The result arises as an instantiation of Theorem 6.6 from [45]. For this, ¢ as well as ¢ are
instantiated with D? as before and the other minor moduli are set to be the identity. Further,
A(e) is instantiated with p(e, b) and A(e) is instantiated with P(e,b). By the previous discussions
on the Fejér monotonicity of the method (), it is clear that (z,,) is partially D?—(id, id)-id-Fejér
monotone w.r.t. Fix(7") in the sense of [45]. Lastly, note that by similar arguments as in Lemma
8.7, T as defined above satisfies

Vo > 03n < 7(0)(dx (Txon, xon) < )

as required by Theorem 6.6 from [45].
The bounds given here just result from those given in [45] by obvious simplifications and
instantiations. 0

Remark 8.19. A set S such that (z,,) € S can for example be simply given as the closed ball
Eb(O).

As before, we now explicitly give the instantiation of the above result to the proximal point
algorithm (7).

Theorem 8.20. Let X be a hyperbolic space, Y be a metric space and let D = (X,Y,{-,-)) be
a dual system. Let f : X — R be Fréchet differentiable with a gradient G which is uniformly
continuous on o-bounded sets with a modulus w® and which is uniformly strictly monotone with
a modulus n. Further assume that D? 15 consistent with a modulus of consistency p. Let P be
as in Lemma 5.7. Let A be a monotone operator that satisfies the G-relativized range condition
and assume that zerA # . Let (x,) be defined by (1) and let ¢ be a modulus of reqularity for
JG wr.t. Fix(J8) and S where (x,) < S. Let b= D (po, z0), dx (po, 0), dx (2n, 0).
Then (z,,) is Cauchy and

Vo > 0Vn,m > 27 <ga' (@)) (dx(xp, xm) < 0)
with 0(g) :== p(e/2,b) and ¢'(¢) := @(P(g/2,b)) as well as

7(0) := Q[Wfb),b)} + 1.
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where U(e, B) := (e, B) for

Ve(e, B) := min @ w® M B
S AC,(B) \4cE(B)’

and where B := max{B, E(B)}.

Remark 8.21. Note that in the above Theorems 8.18 and 8.20, in the context of a modulus of
regularity, the convergence in particular holds without any compactness assumption.

Using a modulus of regularity relative to the resolvents may seem rather counterintuitive
in the context of a monotone operator A. For that reason, we here want to also consider
another function which captures the same regularity notion but which is maybe more naturally
defined just in terms of A. Concretely, given a dual system D = (X,Y,{:,-)) and an operator
Ac X xY, we define

: [Cab, z*)|
F = inf —_— .
A(l’) z’gSlAz iilz dX(a, b)

We say that a point z € X is an e-approximate zero of A if
32 € AaVa # be X (\@ 2 < dx(a,b) - 5) .
Then it is easy to see that Fa(z) < € if, and only if, z is an e-approximate zero.

Using F4, we get the following notion of a modulus of regularity for an operator A:

Definition 8.22. Let A € X x Y be given and define F4 as above. A function ¢ : (0,0) —
(0,0) is called a modulus of regularity for A w.r.t. zerA and S < X if for all ¢ > 0 and all
resS:

Fa(x) < p(e) — distx(z,zerA) < e.
Further, F4 relates to the function

Fys,(x) = dx(z, J5x)

r

for a given r > 0 by the following lemma:

Lemma 8.23. Let A be a monotone operator with zerA # & that satisfies the G-relativized
range condition and let JC, be its resolvent relative to G for X > 0. Assume that J$, is o-
bounded on o-bounded sets with a modulus E. Let Ay = X = Ay > 0 and assume that G is
uniformly strictly monotone with a modulus 7.

(1) If ¢ is a modulus of regularity for J¢y w.r.t. Fix(J$,) and By(o), then

_ nlp(e),b)
#ile) = 2A.D

where b 1= max{b, £(b)} is a modulus of regularity for A w.r.t. zerA and By(0).
(2) If ¢ is a modulus of regularity for A w.r.t. zer(A) and B;(0), then

o e {5 (5 (5) )

where b = max{b, E(b)} is a modulus of regularity for J¢, w.r.t. Fix(J$,) and By(0).
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Proof. (1) Assume Fs(x) < ¢1(¢). Then there is a z* € Az such that
b, =] < dx(a.b) - ¢1(e)
for all a,b e X. By monotonicity of A, we get
0< <;]?;1):, MY Gr — GIC,x) — 2
= @Iya XN (G = GIx)) — @I, 2.
Rearranging and multiplying by —A\ yields
@Iy, Gl = Ga) < NIy, 2*)
< Mdx(z, J54)e1(e)
< 9xi1e),b)

oAb
< n(e(e),b).

The uniform strict convexity of G' with modulus 7 gives dx (v, J¢x) < ¢(g). As ¢ is a
modulus of regularity for J¢, w.r.t. Fix(J{,) and S, we get distx (z, Fix(J{,)) < . By
Lemma 7.14, we thus have

distx (x, zerA) < disty (2, zerA N domG) = distx (z, Fix(JS,)) < €.
(2) Assume that dx(x, J¢x) = Fje (x) < ¢o(€). By definition of JE,, there exists a
z* e A(JC, ) with
2 =p NN (G — GJI¢,x).
As dx(z, J$,x) < @ole), we have for any a,b € X that
[Cab, 2*)| = [ab, A\ (Gx — GIS,a))|
< A\ ldx(a,b)dy (Gx, GJC,x)
<!

dx(a,b)p <%> Ag

< dx(a,b)p (%)

and so we get Fiu(Jyx) < ¢(g/2) which yields dist x (J{,x, zerA) < £/2 and as dx (v, J¢y1) <
wo(e) < €/2, we get
distx (x,zerA) < e.

O

Note also that F4 reduces to a maybe more intuitive or expected form if the system D is
non-degenerate, as the following lemma shows:

Lemma 8.24. Let D = (X,Y,{-,-)) be a dual system and let A < X xY be an operator. Define
Fa(z) = disty (0, Az) := z”l‘Ielzga: dy (O, z").
Then for any x € X and € > 0, we have
ﬁA(x) < e implies Fa(x) < €.

If D is uniformly non-degenerate with a modulus of uniform non-degenerateness A(e), then we
also have for any x € X and € > 0 that

Fa(z) < A(e) implies Fa(z) < e.
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Proof. Let x € X and € > 0 be given and assume that fAWA(x) < e. Then, there exists a z* € Ax
such that dy (O, z*) < e. Therefore, we have
(@b, 2| _ dx(a,b)dy (2%, 0)

su X Su
a;ﬁIb) dX(a7 b) a;}; dX(CL7 b)

<€

and thus also Fu(x) < e.
Now let D be uniformly non-degenerate with a modulus A and assume F4(x) < A(g). Then
there exists a z* € Az such that

[(ab, 2*)|
sup ——+ < A(e).
a#lg dX(a7 b) ( )
Using the uniform non-degenerateness, we have dy (O, z*) < € and thus Fy(z) < €. O

We want to end this section with a few examples of mappings and operators where a modulus
of regularity immediately exists.

At first, if 7" is continuous and if X is proper, a modulus of regularity for T w.r.t. FixT'
and B, (o) always exists for any r > 0 (see [34], Corollary 3.5). We refer to [34] for a further
extensive discussion of metric notions for 7' that guarantee a modulus of regularity.

Turning to operators, we can immediately guarantee a modulus of regularity for A if the
operator satisfies the following uniform monotonicity condition defined in analogy to the notion
from linear spaces:

Definition 8.25. Let D = (X,Y,{:,-)) be a dual system. An operator A € X x Y is called
y-uniformly monotone if

)dx(l’, y)

[0,00) is a strictly increasing map with

holds for all (z,z*),(y,y*) € A where ¢ : [0,00) —
¥(0) = 0.

A particular instance of this are so-called a-strongly monotone operators which we define by
abstracting the corresponding definition from [24] from the context of CAT(0)-spaces.

Definition 8.26. Let D = (X,Y,{,-)) be a dual system. An operator A € X x Y is called
a-strongly monotone if

<gﬁ, r* — y*> = ad?)((xa y)
holds for all (z,z*), (y,y*) € A where o > 0.

Clearly, an a-strongly monotone operator is just ¢-uniformly monotone for () = ae. Now,
for a ¢)-uniformly monotone operator A, we get that 1 itself is a modulus of regularity for Fjy:

Lemma 8.27. Let A be a v -uniformly monotone operator with zerA # . Then v is a modulus
of reqularity for A.

Proof. Let z be given with Fj(z) < ¢(¢). Then there exists a z* € Az with
[Cab, 2| < dx(a,b) - ¢(e).
Let y be the (unique) zero of A and let w* € Ay with w* =p O. Then we get
¢(dX(I’, y))dX((L', y) < <y_‘fa z* — U}*>
= (yZ,z%)
< dx(z,y) -(e).
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Thus we have

ldx(z,y)) < ¥(e)

and as v is strictly increasing, we get dx (z,y) < e. Asy € zerA, we get distx(z,zerAd) <e. O
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